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Preface

Nanotechnology is slowly and steadily entering more and more aspects of our
life. It is becoming a base for developing new materials as well as a base for
developing novel methods of computing. As natural computing is concerned
with information processing taking place in or inspired by nature, the ideas
coming from basic interactions between atoms and molecules naturally become
part of these novel ways of computing.

While nanotechnology and nanoengineering have flourished in recent years,
the roots of DNA nanotechnology go back to the pioneering work of Nadrian
(Ned) C. Seeman in the 1980s. Many of the original designs and constructions
of nanoscale structures from DNA developed in Ned’s lab provided a com-
pletely new way of looking at this molecule of life. Starting with the synthesis
of the first immobile Holliday junction, now referred to as J1, through the
double and triple cross-over molecules, Ned has shown that DNA is a pow-
erful and versatile molecule which is ideal for building complex structures at
the nanometer scale.

Through the years, Ned has used some of the basic DNA motif struc-
tures as ‘tinkertoy’ or ‘lego’ units to build a cube, two-dimensional arrays,
and various three-dimensional structures, such as Borromean rings, nanome-
chanical devices, nano-walkers (robots), etc. All of them were designed and
demonstrated originally in Ned’s lab, but then all these ideas and designs were
followed up by many other researchers around the world.

Adleman’s seminal paper from 1994 provided a proof of principle that
computing at a molecular level, with DNA, is possible. This led to a real
explosion of research on molecular computing, and very quickly Ned’s ideas
concerning the design and construction of nanoscale structures from DNA
had a profound influence on the development of both the theoretical and the
experimental foundations of this research area.

Ned is a scientist and a chemist in the first place. Although Ned can
be considered the founder of the DNA nanoengineering field, he has always
considered himself as a chemist who is interested in basic science. Therefore,
he is still very interested in the basic physical properties of DNA and enzymes
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that interact with nucleic acids. Ned has been continuously funded by NIH for
almost 30 years and is still providing valuable insights into the DNA and RNA
biophysical and topological properties as well as the mechanism of homologous
recombination between two chromosomal DNAs.

Ned’s enormous influence extends also to service to the scientific com-
munity. Here one has to mention that Ned is the founding president of the
International Society for Nanoscale Science, Computation and Engineering
(ISNSCE). The respect that Ned enjoys is also manifested through various
honors and awards that he has received — among others the Feynman Prize
in Nanotechnology and the Tulip Award in DNA Computing.

Besides science, Ned is very much interested in the world around him, e.g.,
in art. Amazingly, some of this interest has also influenced his scientific work:
by studying the work of Escher he got some specific ideas for constructions of
DNA-based nanostructures! Ned is an excellent lecturer and has given talks
around the world, thereby instigating significant interest and research in DNA
nanotechnology and computing.

With this volume, which presents many aspects of research in basic sci-
ence, application, theory and computing with DNA molecules, we celebrate a
scientist who has been a source of inspiration to many researchers all over the
world, and to us a mentor, a scientific collaborator, and a dear friend.

December 2005 Junghuei Chen
Nataša Jonoska

Grzegorz Rozenberg
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Giuditta Franco, Nataša Jonoska . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Part II Codes for DNA Nanotechnology

Finding MFE Structures Formed by Nucleic Acid Strands in
a Combinatorial Set
Mirela Andronescu, Anne Condon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

Involution Solid Codes
Lila Kari, Kalpana Mahalingam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137



X          Contents

Test Tube Selection of Large Independent Sets of DNA
Oligonucleotides
Russell Deaton, Junghuei Chen, Jin-Woo Kim, Max H. Garzon, David
H. Wood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Part III DNA Nanodevices

DNA-Based Motor Work at Bell Laboratories
Bernard Yurke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

Nanoscale Molecular Transport by Synthetic DNA Machines1

Jong-Shik Shin, Niles A. Pierce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

Part IV Electronics, Nanowire and DNA

A Supramolecular Approach to Metal Array Programming
Using Artificial DNA
Mitsuhiko Shionoya . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Multicomponent Assemblies Including Long DNA and
Nanoparticles – An Answer for the Integration Problem?
Andreas Wolff, Andrea Csaki, Wolfgang Fritzsche . . . . . . . . . . . . . . . . . . . . 199

Molecular Electronics: from Physics to Computing
Yongqiang Xue, Mark A. Ratner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

Part V Other Bio-molecules in Self-assembly

Towards an Increase of the Hierarchy in the Construction
of DNA-Based Nanostructures Through the Integration of
Inorganic Materials
Bruno Samor̀ı, Giampaolo Zuccheri, Anita Scipioni, Pasquale De Santis 249

Adding Functionality to DNA Arrays: the Development of
Semisynthetic DNA–Protein Conjugates
Christof M. Niemeyer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

Bacterial Surface Layer Proteins: a Simple but Versatile
Biological Self-assembly System in Nature
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Scaffolded DNA Origami: from Generalized
Multicrossovers to Polygonal Networks

Paul W.K. Rothemund

California Institute of Technology, Pasadena, CA 91125, USA
pwkr@dna.caltech.edu

My acquaintance with Ned Seeman began in the Caltech library sometime
during 1992. At the time, I was trying to design a DNA computer and was
collecting papers in an attempt to learn all the biochemical tricks ever per-
formed with DNA. Among the papers was Ned and Junghuei Chen’s beautiful
construction of a DNA cube [2]. I had no idea how to harness such a marvel
for computation – the diagrams explaining the cube were in a visual language
that I could not parse and its static structure, once formed, did not seem to
allow further information processing. However, I was in awe of the cube and
wondered what kind of mad and twisted genius had conjured it.

Ned’s DNA sculptures did turn out to have a relationship to computa-
tion. In 1994, Len Adleman’s creation of a DNA computer [1] showed that
linear DNA self-assembly, together with operations such as PCR, could tackle
NP-complete computational problems. Excited by this result, Erik Winfree
quickly forged an amazing link that showed how the self-assembly of geo-
metrical DNA objects, alone, can perform universal computation [21]. The
demonstration and exploration of this link have kept a small gaggle of com-
puter scientists and mathematicians tangled up with Ned and his academic
children for the last decade. At an intellectual level, the technical achieve-
ments of the resulting collaborations and interactions have been significant,
among them the first two-dimensional DNA crystals [22] and algorithmic self-
assembly of both linear [7] and two-dimensional [10] arrays. By various other
paths, a number of physicists have joined the party, mixing their own ideas
with Ned’s paradigm of “DNA as Tinkertoys” to create nanomechanical sys-
tems such as DNA tweezers [26] and walkers [25, 17, 20]. DNA nanotechnology
has taken on a life of its own since Ned’s original vision of DNA fish flying
in an extended Escherian lattice [14], and we look forward to a new “DNA
world” in which an all-DNA “bacterium” wriggles, reproduces, and computes.

On a personal level, I and many others have gotten to find out exactly
what kind of twisted genius Ned is. Ned is a singular character. He is at
once gruff and caring, vulgar and articulate, stubborn and visionary. Ned
is generous both with his knowledge of DNA and his knowledge of life. His
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life’s philosophy includes a strong tension between the abysmally negative
(the general state of the world) and the just tolerably positive (that which
one can, with great effort, hope to achieve). To paraphrase and to whitewash,
“In a world full of execrable excrescences, there is always a fetid coprostasis
of an idea to make your own.” Once one is correctly calibrated to Ned, this
superficially gloomy counsel becomes positively bright and Ned’s success with
DNA nanotechnology serves as an example for the young scientist. In fact,
Ned’s education of young scientists reveals a latent optimism. As an advisor
Ned plots a strategic course, giving graduate students projects with risks and
payoffs calculated to help them succeed at every stage — from confidence
builders in their first years to high-risk/high-gain projects in later years.

Ned’s own relationship with science is equally telling of his character. He is
healthily (and vocally) paranoid about Nature’s determination to screw up his
experiments. To combat this, he practices a capricious paganism, frequently
switching between gods in the hope that one will answer his prayers for a
highly-ordered three-dimensional DNA crystal. (A habit which he attempted
unsuccessfully to break when he abandoned crystallography.) Such supersti-
tion is tongue-in-cheek, however, and Ned is one of the most careful scientists
that I know. He is ever-mindful that, as Peter Medawar wrote, “research is
surely the art of the soluble” and, while his highly imaginative research is
constructive and nonreductionist in its goals, Ned makes sure that it rests on
falsifiable Popperian bedrock.

In celebration of Ned the character, as well as the box of Tinkertoys and
Legos that he has created, I cover two topics. First, I review the recent gener-
alization of Ned’s geometry of parallel crossovers to the creation of arbitrary
shapes and patterns via a method called scaffolded DNA origami. I give an
example pattern with roughly 200 pixels spaced 6 nm apart. Second, I propose
a new method for using scaffolded DNA origami to make arbitrary polygo-
nal networks, both two-dimensional planar stick figures and three-dimensional
polyhedra.

1 Scaffolded DNA Origami for Parallel Multicrossovers

Fig. 1a,b show one of the most successful of Ned’s noncanonical DNA motifs,
a “double-crossover” molecule [4] fashioned from two parallel double helical
domains that comprise four distinct strands of DNA. Each DNA strand winds
along one helix for a number of bases before switching to the other helix by
passing through a structure called a “crossover” (small black triangles). Be-
cause strands reverse direction at the crossovers, the crossovers are termed
“antiparallel”. It is the juxtaposition of two crossovers that holds the helices
in their parallel arrangement (isolated crossovers assume an equilibrium an-
gle of roughly 60◦), and it is their juxtaposition that also holds the helices
rigidly together (isolated crossovers are floppy). These properties allow double
crossovers to assemble into large extended lattices [22], and nanotubes [12].
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     2<GATGGCGT CCGTTTAC  AGTCGAGG ACGGATCG>3
1>TCACTCTACCGCA GGCAAATG  TCAGCTCC TGCCTAGCTCACT<4

1<TAGAGGTAAGACC TGCGGTAT  AGATAGCA GGCTACTGGAGAT>4
     2>CATTCTGG ACGCCATA  TCTATCGT CCGATGAC<3

1
2 3

4

Fig. 1. Double-crossover molecules, and flavors of DNA design.

The idea of holding helical domains in a parallel arrangement via the
juxtaposition of antiparallel crossovers has become a general principle in DNA
nanotechnology, used in at least a dozen constructions. For example, it has
been extended to molecules with three parallel helices [6], and it has been
used to attach triangles rigidly to a nanomechanical device [23].

A key question is how to create generalized multicrossover molecules with
parallel helices. To answer this question, it is necessary to understand the
advantages and disadvantages of different approaches. Within the DNA nan-
otechnology paradigm, designs may be classified by how they are built up
from component strands, being (1) composed entirely of short oligonucleotide
strands as in Fig. 1c, (2) composed of one long “scaffold strand” (black) and
numerous short “helper strands” (colored) as in Fig. 1d, or (3) composed
of one long strand and few or no helpers as in Fig. 1e. Here these design
approaches are termed “multistranded”, “scaffolded”, and “single-stranded”,
respectively. The last two are termed “DNA origami” because a single long
strand is folded, whether by many helpers or by self-interactions.

Multistranded designs (such as Ned’s original cube) suffer from the dif-
ficulty of getting the ratios of the component short strands exactly equal. If
there are not equal proportions of the various component strands, then in-
complete structures form and purification may be required. Because, for large
and complex designs, a structure missing one strand is not very different
from a complete structure, purification can be difficult and may have to be
performed in multiple steps. Single-stranded origami such as William Shih’s
octahedron [19] cannot, by definition, suffer from this problem. Scaffolded
origami sidesteps the problem of equalizing strand ratios by allowing an ex-
cess of helpers to be used. As long as each scaffold strand gets one of each
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Fig. 2. Design of DNA origami.

helper, all scaffolds may fold correctly (some might get trapped in misfold-
ings). Because origami are easily differentiable from the helpers, separating
them is not difficult (e.g. large origami stick much more strongly to mica
surfaces than do tiny helpers and so excess helpers can be washed away).

Single-stranded origami and scaffolded origami thus seem the best can-
didates for the creation of large, complex structures. As Shih has observed
(personal communication), the geometry used for the octahedron should gen-
eralize and allow the creation of arbitrary polygonal networks. However, the
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use of single-stranded origami to create parallel multi-crossover designs seems
difficult (but perhaps only to me).

Generalization of the parallel helical geometry introduced by double-
crossover molecules is simple using scaffolded DNA origami; I have recently
demonstrated a technique for the creation of six arbitrary shapes and six
arbitrary patterns (including the one shown here); the design method and
experiments showing its generality are described in [11]. To get a feeling for
the method, look at Fig. 2. Shapes are approximated by laying down a series
of parallel helical domains inside the shape (Fig. 2a). Helices are cut to fit
the shape, in a series of sequential pairs from top to bottom, so that the re-
sulting geometry approximates the shape within one DNA turn (∼3.6 nm) in
the x-direction and two helical widths (∼6 nm, including an inter-helix gap)
in the y-direction. To make a molecular design, a scaffold is run exactly once
through each helix; performed in a raster-fill manner, this creates a “folding
path” (Fig. 2b). To hold the scaffold in this shape, helper strands are added
to create a regular pattern of antiparallel crossovers (Fig. 2c).

b ca

Fig. 3. Several folding paths (top) drawn without helper strands, and predicted
structures (bottom) that use an ∼7000-base-long scaffold. Colors indicate the base
position on the scaffold, from 1 (red–orange) to 7000 (purple). Arrows indicate
seams, which are bridged by helper strands for mechanical stability. Scale bar,
100 nm.

As reported in [11], the method is general and scales quite well to large
origami (Fig. 3). The two shapes diagrammed in Fig. 3b,c each form in excess
of a 70% yield, and each uses a 7000-base-long scaffold requiring more than
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200 DNA strands for a final molecular weight of 15,000 nucleotides. Thus these
DNA origami have a molecular weight 100 times that of the original double-
crossover and almost 6 times larger than Ned’s largest geometric construction,
a truncated octahedron [27]. Further, such scaffolded origami are created in a
single laboratory step: strands are mixed together in a Mg2+-containing buffer
and annealed from 90◦C to 20◦C over the course of 2 hours.

Given a shape, such as the rectangle in Fig. 4a,b, it is simple to decorate it
with an arbitrary pattern of binary pixels. The position of each helper strand
(of which there are roughly 200) is considered to be a pixel. The original set
of helper strands is taken to represent binary ‘0’s. To represent binary ‘1’s
a new set of labeled helper strands is constructed; so far, they have been
labeled with extra DNA hairpins. To create a desired pattern (say Fig. 4c),
the appropriate complementary sets of strands are drawn from the original
helper strands and the labeled helper strands. Everywhere the pattern has a
‘0’, an original helper strand is used; everywhere the pattern has a ‘1’, a new
helper strand is used. Creating the mixture of strands for a desired pattern
requires about 1.5 hours of pipetting.

a b c

ed

Fig. 4. An arbitrary pattern. The white features are DNA hairpins. The black scale
bar in (a) applies to (b,c) and (e) as well. Scale bars, both black and white, 100
nm.

The pattern in Fig. 4c was made in this manner, just for this paper.
Fig. 4d,e show atomic force micrographs of the result; hairpin labels appear
as light dots, unlabeled positions appear gray, and the mica surface on which
the sample is deposited appears black. Each letter is approximately 60 nm
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tall (letters half this height are shown in [11]). Roughly 50 billion copies of
the pattern were made; copies stick to each other along their vertical edges
via blunt-end stacking. Note that the pattern clearly shows the influence of
Ned on DNA nanotechnology.

Because scaffolded DNA origami makes the creation of arbitrary shapes
and patterns so simple, and because it provides the ability to pattern at the
6 nm length scale, scaffolded origami has the potential to play an important
role in future lithographic techniques for nanocircuits and other nanodevices.

2 DNA Origami for Polygonal Networks

Given the ease with which scaffolded origami generalizes parallel crossovers,
the question becomes, “what other general methods of creating shapes might
there be?” The first thing that would probably spring to a geometer’s mind is
the use of polygons. Indeed an attempt to create polygonal networks – DNA
stick figures – was where Ned began his quest for 3D structure [14, 15]. His
original vision was to “trash the symmetry” of DNA branch junctions to cre-
ate immobile motifs, which could then be assembled into polygonal networks
via sticky ends (Fig. 5a,b). Unfortunately, it wasn’t that easy; single-branched
junctions resisted crystallization into 2D lattices for many years. In general,
branched junctions formed from single helices are floppy and tend to cyclize
into families of trimers, tetramers, and higher macrocycles. In particular, four-
armed branch junctions vacillate between one of two different “stacked-X”
conformations [9, 3] and, demonstrating a mind of their own, assume a 60◦

angle rather than the 90◦ angle one might like them to. Again, by trashing
symmetries, one can use specific sticky ends that force a particular connec-
tivity, such as the DNA cube [2], but, because of uncertainty in the junction
geometry, it is still unknown whether the DNA cube was a cube or some other
parallelopiped.

It was out of such frustrations that the parallel helical geometry used
by Ned to create the double crossovers was born [4], giving us DNA “Lego”
bricks rather than the “Tinkertoy” spools and sticks originally envisioned.
DNA lattices were eventually formed from unconstrained four-arm junctions
either by letting the junctions have their way, to create rhomboidal lattices
with 60◦ angles [8], or by incorporating symmetries that apparently force
the junctions to crystallize into lattices of parallel helices [13]. None of these
experiments, however, gets us any closer to Tinkertoys.

Recently, in an attempt to create DNA motifs with a square 1:1 aspect
ratio, Hao Yan and Thom LaBean came up with what they call a “4×4” motif
(Fig. 5c). By using two DNA helices rather than one for each arm of their
four-arm motif, and connecting these arms with apparently floppy junctions,
Yan and LaBean have created a motif that crystallizes into rectilinear domains
several microns in size [24]. Chengde Mao has modified the 4×4 to create three-
arm motifs (Fig. 5d), which he calls “3-point stars”, that crystallize beautifully
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+

a b

c

d

Fig. 5. Ned’s original vision for branch junction lattices, and the motifs that have
succeeded them. The sticky-end placement and arm lengths in (c) and (d) are not
accurate; refer to [24, 5] for the actual structures.

into 30-micron hexagonal lattices [5]. It is amazing that the combination of
single covalent bonds and poly-T linkers at the centers of these motifs yields
structures rigid enough to form large lattices. These successes hint that the
principle may be generalized to other numbers of arms — and may provide
us with the sticks and spools for DNA Tinkertoys.

Here I propose a new multiarm motif, similar to the 4 × 4 motifs and
three-point stars in that it uses two helical domains per arm, that may be
used in the context of scaffolded DNA origami to create arbitrary polygonal
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networks. I begin by describing its use to create arbitrary pseudohexagonal
networks.

+
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3 turns, 32 nt, 10.9 nm

helper join scaffold join

Fig. 6. A pseudohexagonal network composed of geometrical 3-stars, and the DNA
3-stars used to build a molecular approximation.

Fig. 6a shows what is meant by pseudohexagonal networks: planar figures
composed from the two three-armed components at the left (which I call 3-
stars) without rotation or bending. I propose that such structures can be
created from scaffolded DNA origami by replacing each geometrical 3-star
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with one of the DNA 3-stars diagrammed in Fig. 6b.1 In each DNA 3-star,
the black strand is intended to be the scaffold strand of a DNA origami, and
the colored strands are helper strands, each 32 nucleotides long. DNA 3-stars
are classified by the number of “open ends” that they have, i.e. the number of
breaks in the scaffold strand as it travels around the circumference of the DNA
3-star. Thus DNA 3-stars can be “type-0”, “type-1”, “type-2”, or “type-3”.
The type-0 DNA 3-star is the simplest pseudohexagonal network; each arm is
closed at the end by the scaffold as it crosses from one helix of the arm to the
other. Note that these DNA 3-stars differ from Mao’s 3-point stars (as well as
the 4× 4 motifs) in that they have crossovers at the junctions between arms,
rather than in the middle of each arm – and thus it is uncertain how DNA
3-stars will behave in the laboratory. Let us assume for now that they will
form well.

When two DNA 3-stars abut in a pseudohexagonal network, they can
be joined in one of two ways: either two closed ends meet (Fig. 6c, left) or
two open ends meet (Fig. 6c, right). If two closed ends meet then they are
mechanically joined by modified helper strands that cross the ends closed by
the scaffold strand; call this structure a “helper join”.2 On the other hand, if
two open ends meet then they are joined by the scaffold strand – the scaffold
strand passes along the top helix from right to left, and returns along the
bottom helix from left to right. Call this structure a “scaffold join”. Fig. 6d
shows the helical representation of both helper and scaffold joins.

Given an arbitrary pseudohexagonal network of N 3-stars, a simple al-
gorithm allows a molecular design M to be built up from N DNA 3-stars.
Fig. 7a shows an example network; Fig. 7b shows simplified diagrams of DNA
3-stars that show only the scaffold strand and are colored according to their
type. The algorithm begins by placing a type-0 DNA 3-star over a randomly
chosen 3-star in the network; Fig. 7c,d show one particular choice, and Fig. 7e
shows another. The algorithm proceeds by adding type-1 DNA 3-stars one at
a time, until the entire network is covered (Fig. 7c–e, step 2 through step 7).
Each time a type-1 DNA 3-star is added, it is positioned next to an already-
placed DNA 3-star (which such a position may be chosen randomly) and it is
fastened to the already-placed DNA 3-star by a scaffold join. Thus the type of
the already-placed 3-star is incremented by 1 (visualized in Fig. 7 as a color
change). If the type-1 DNA 3-star is placed next to two or more already-placed
DNA 3-stars (Fig. 7d,e, step 7), then it is fastened to one of the DNA 3-stars
(chosen randomly) by a scaffold join and to the remaining DNA 3-stars by
helper joins (arrows, Fig. 7c–e). Before each addition of a type-1 DNA star,
the scaffold is a single closed loop. At the end of each addition, the scaffold

1 Technically, this motif should be called a 1.5-turn DNA 3-star; any odd number
of half-turns may be used in the arm.

2 Here each helper strand is drawn as binding to 24 bases in one DNA 3-star, and
to eight bases in the other. This is by analogy with similar joints in previously
created scaffolded origami; what lengths may work the best are unknown.
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is still a single closed loop. Thus the algorithm always generates a design M
that has a single continuous scaffold strand.

30 1 2a

c

b

ed

1

2

3

4

5

6

7

Fig. 7. A pseudohexagonal network, converted to a molecular design in three dif-
ferent ways. Arrows point to helper joins.
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As described, the algorithm is nondeterministic and can generate different
folding paths; the positions of helper and scaffold joins in M depend on the
order in which 3-stars are replaced by DNA 3-stars.3 In small designs, such
as in Fig. 7, the pattern of scaffold and helper joins seems irrelevant. In large
designs, however, such as those in Fig. 8, it is easy to imagine that the pattern
of joins may have a bearing on whether the structures fold correctly or on
their mechanical stability. For example, perhaps local folds may form faster
than long-distance ones, causing short, wiggly paths to fold more reliably than
long, straight ones; if this is true then the tree-like folding path of the design in
Fig. 8c might fold more robustly into a triangular figure (Fig. 8a) than would
the comb-like folding path of the design in Fig. 8b. Or we might expect that
the folding path of Fig. 8e (for which every radius of the hexagon intersects
at least two covalent scaffold bonds) would yield a more mechanically stable
version of Fig. 8d than would the folding path of Fig. 8f (for which one radius
of the hexagon – the dotted line – intersects only helper joins). If it is learned
that the pattern of scaffold and helper joins matters, such information can be
incorporated into the design algorithm.

Technically, large designs such as those in Fig. 8 seem within easy reach (at
least to try). The triangular network (Fig. 8a) would require a 5856-base-long
scaffold, and the hexagonal ring (Fig. 8b) a scaffold 6912 bases long (rendered
using 1.5-turn DNA 3-stars).

While polygonal networks are planar graphs, the objects created with them
need not be planar. Fig. 9 (top left) reproduces Ned’s proposal for a single-
stranded dodecahedron, drawn twisting around the Schlegel diagram4 for a
dodecahedron. In this scheme, the single blue strand that winds around the
dodecahedron must leave the dodecahedron once per face, and jump to an
adjacent face (Fig. 9, bottom right, makes this path clear). Ned’s plan was
to cut off these exocyclic arms with restriction endonucleases after the do-

3 Note that the number of scaffold and helper joins in M remains the same, inde-
pendent of the order in which M is built. By construction, the number of scaffold
joins, S, equals N − 1, where N is the number of 3-stars. The number of helper
joins, H , is obviously J − S, where J is the total number of joins (determined by
the network geometry). More fun (and perhaps more useful) than counting J or
H is to observe that H is the number of “holes” in the network. If the network
is embedded in a plane, the number of holes is the number of unconnected re-
gions that the network divides the plane into, disregarding the region outside of
the network. For example, the network in Fig. 8a has 21 holes (small hexagons),
and the molecular designs in Fig. 8b,c both have 21 helper joins. The network in
Fig. 8d has 19 holes (18 small hexagons and 1 large interior hexagonal void) and
the designs in Fig. 8e,f both have 19 helper joins. The relationship J = S + H =
N−1+H is just a restatement of Euler’s theorem for planar graphs V −E+F = 2,
where the number of vertices V is equal to N , the number of edges E is equal to
J , and the number of faces F is equal to H + 1 (the number of faces of a graph
includes all the holes, plus the region of the plane outside the graph.)

4 A Schlegel diagram for a polyhedron is just the planar graph associated with that
polyhedron.
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a d

b e

c f

Fig. 8. Given a particular network, folding paths in molecular designs are not
unique. Vertically oriented scale bar, 100 nm.

decahedron had folded. More inconvenient than the surplus arms is that this
structure is a formal knot – in order for it to fold, the single strand would have
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to be cut (say at the black arrow) and threaded through itself many times (at
least twice per edge as drawn).

Fig. 9. Ned’s vision of a single-stranded dodecahedron. (Top left: figure credit, Ned
Seeman.) Eleven faces of the dodecahedron are represented as interior pentagons of
the Schlegel diagram; the twelfth face is the pentagon formed by the outer edges.

If DNA 3-stars were to tolerate angles other than 120◦, a scaffolded origami
approach (Fig 10a,b) would allow the dodecahedron to be created without any
knotting of the scaffold strand.5 As designed the folding path visits each vertex

5 Shih’s single-stranded approach would also eliminate such knots.
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in a spiral pattern, spiraling out from 5′ to 3′ from the center along the red
contour and spiraling back in along the black contour. More tree-like folding
paths similar to that of Fig. 8c are obviously possible, but it is my intuition
that a spiral folding path will leave the smallest possibility of misfoldings.6

The dodecahedron uses only 12 DNA 3-stars – using the standard 7000-base
scaffold would thus allow the use of larger DNA 3-stars with longer arm lengths
(and requiring more than two helper strands per arm). Using 5.5-turn DNA
3-stars, the edge lengths would be 11 turns (116 bases) and the total scaffold
would be 6960 bases long. Each edge would be 39.4 nm and the diameter of
a sphere enclosing the dodecahedron would be 110 nm.

Ned has described his work on geometrical DNA constructs as “pure Buck-
minster Fuller”. Scaffolded origami may now allow the simple construction of
a “DNA buckyball” (Fig 10c,d show the Schlegel diagram and molecular de-
sign), a DNA analog of the carbon allotrope fullerene, or C60. Using 1.5-turn
DNA 3-stars, such an analog would require only a 5760-base scaffold and would
thus be a little smaller and less complex than current scaffolded designs. Car-
bon buckyballs are 0.7 nm in diameter – a DNA buckyball would be 50 nm
in diameter and have over 300,000 times the volume. Probably too floppy to
image well with atomic force microscopy, DNA buckyballs (and dodecahedra)
would have to be characterized by an electron microscopy technique such as
single-particle analysis or electron tomography.

While I have so far presented structures created from DNA 3-stars, it
is possible that scaffolded polygonal origami can be created from other k-
stars (Fig. 11). DNA 4-stars seem likely to be well-behaved because the 4 ×
4 molecules are so well-behaved. DNA 5-stars tolerant of the appropriate
angles would make scaffolded icosahedra possible (5.5-turn DNA 5-stars would
yield icosohedra with a 75 nm enclosing sphere and a 6960-base scaffold).
Eventually, as k increases, a star’s central section is likely to become so floppy
that it collapses and admits blunt-ended stacking between pairs of helices in
opposing arms. My intuition is that this is the major obstacle to high k-stars
rendered in DNA. Figures made of stars of mixed valence may also be possible.
Note that the algorithm for constructing a molecular design (adding type-1
stars) is the same for k > 3 and mixed-valence designs; also, the number of
scaffold joins remains N − 1 and, because the polygonal networks considered
here are all planar graphs, the number of helper joins remains equal to the
number of holes.

It will be interesting to see whether polygonal origami works as well as
parallel multicrossover origami in the lab – if so, it will be another example
of a system for creating a general class of DNA shapes. With a wealth of

6 This intuition is in opposition to my previous suggestion for why tree-like folding
paths might fold better. My imagination is that the more long branches there are
floating about, the higher the probability of unintended catenation, for example
that two faces of a polyhedron might form in an interlocking manner. Lots of
“imaginations” are possible. I hope that someday some new technique will allow
us to make movies of the process and give us a real intuition about folding.
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a b

c d

Fig. 10. A dodecahedron and buckyball designed as scaffolded origami. DNA 3-
stars are asymmetric and have a distinct ‘top’ and ‘bottom’ face. It is unclear if this
will result in one or two forms (each inside-out of the other) for each polyhedron.

structural experience under its belt, the DNA nanotechnology community is
exploring such generalized approaches for a variety of motifs. For example,
William Sherman has proposed a neat framework [18] for the creation of
DNA nanotubes of arbitrary cross section. In another example, as discussed
above, William Shih has observed that single-stranded origami may be used to
create arbitrary polygonal networks.7 Ideally, for every motif that we create,

7 To see this, replace helper joins with paranemic cohesion motifs and scaffold joins
with Shih’s double-crossover struts in all the diagrams of this section.
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4-stars

5-stars
6-stars

3,4,5,6-stars

Fig. 11. Figures constructed using 4-stars, 5-stars and 6-stars.

we would have such a scheme for composing the motif into larger, arbitrary
structures. In our attempt to do this, some motifs present stimulating and
difficult challenges. Ned’s surprising paranemic crossover DNA [16] might be
generalized to form large sheets with the interesting property that, although
they were made from DNA “helices”, no strands would cross from one surface
of the sheet to the other!

Simply proposing a scheme for a general architecture, as this paper has
done, is not enough. A complete generalized approach would have three parts:
(1) the definition of an infinite family of DNA shapes, (2) the experimental
demonstration of a convincing and representative set of examples, and (3) the
creation of automated design tools for that family of shapes. The last of these
parts, while seeming a simple matter of software engineering, is of equal impor-
tance to the first two. It will allow the community of DNA nanotechnologists
to reproduce and extend each other’s work but, of more importance perhaps, it
will allow scientists outside of the community – physicists, chemists, materials
scientists, and biologists – to make and explore DNA nanostructures of their
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own design. As we create architectures and tools that put DNA nanotechnol-
ogy into the hands of the research community at large, it will be exciting to
see the legacy of Ned’s flying DNA fish continue to grow.
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Synthetic DNA structures for nanotechnological applications have experienced
substantial success during the past decades benefiting from Seeman and his
coworkers’ pioneering work. In the last few years, some new branches have
been emerging in this field. This review will summarize some recent progress
in the authors’ group.

1 Two-Dimensional DNA Triangle Arrays Designed with
a Tensegrity Strategy

Forming crystalline DNA lattices in one, two and even three dimensions has
long been a hot topic of DNA nanotechnology. These artificially designed
lattices are the basis for a variety of applications. The first success with a 2D
DNA lattice was achieved in [22] with building blocks of double-crossover (DX)
DNA molecules. Following that, rhombus motifs, triple-crossover molecules,
and a cross motif were also constructed from branched four-arm Holliday
junctions [19]. Here we present a tensegrity strategy for the construction of
well-structured DNA triangle molecules [14]. A DNA triangle consists of three
vertices (DNA four-arm junctions) and three sides (DNA duplexes). Although
individual four-arm junctions are flexible, the rigidity of the three duplex edges
restricts the freedom of the component four-arm junctions and only triangles
can form. The shape of such a triangle is fully defined by the lengths of
the three edges. By rational use of sticky-end cohesion, we have successfully
assembled triangle arrays in one and two dimensions. Fig. 1 shows the design
of some such triangle arrays and some atomic force microscope (AFM) images
of such triangle arrays.
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Fig. 1. DNA triangle arrays. Left panel : Schematic representation of one- and two-
dimensional arrays. (a) A DNA triangle contains three DNA duplexes, shown as rods
of different colors. (b) Strand structure of a DNA triangle. Each thin line represents
a single DNA strand. An arrow indicates the 3′ end of a DNA strand. (c) The
detailed structure of a triangle vortex. (d, e) 1D and (f) 2D self-assembly of DNA
triangles. Right panel : AFM images of one-dimensional (a, b) and two-dimensional
(c, d) DNA triangle arrays. (Reproduced from [14] with permission).

2 DNA Molecular Motors

Molecular motors are a very attractive topic in many scientific fields, because
they are expected to be mechanical parts of future nanorobots. Complemen-
tarily to other molecular systems, DNA motors afford rational design, easy
construction, and, most importantly, good control of the motions that they
generate. Earlier models of DNA motors include a nanomechanical device
based on B–Z transition upon a change of the ionic strength of a solution
[17], and molecular tweezers with their opening and closing controlled by se-
quential addition of DNA strands [23]. Inspired by those early successes, the
authors’ group has worked intensively in this field. Comparison between cel-
lular protein motors and macroscale man-made machines leads us to ask four
questions, as listed below. Answering these questions is fundamental for the
further development of molecular motors.

2.1 Can DNA Motors Perform Complicated Motions? —
Modeling Gear Motion at Molecular Scale

Gears have many useful functions such as changing the direction and speed
of movement, and are important parts in real machines. It is reasonable to
expect that gears might play similar roles in small motor systems such nano
motors and molecular motors. This notion has motivated us to model gears
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with circular DNA molecules, which can roll controllably against each other by
use of a strand displacement strategy (Fig. 2) [21]. A DNA gear has a central,
circular single strand of DNA, which base-pairs with three linear DNA strands,
leaving three unpaired tails as cogs for the gears. When a linker strand L1 is
added to the sample, the two gears are bridged together and become ready
for rolling. Upon addition of another linker strand L2, two linkages are built
between the two gears and the gears roll mutually through 60◦. By use of a
strand displacement method, a removal strand R1 is then added, which forms
a duplex with strand L1 and strips off L1 from the gear pair. This step creates
a further 60◦ rolling between these two gears. If the above process is repeated,
a continuous rotation of the two gears is realized.

Fig. 2. Design and rolling mechanism of a pair of molecular gears. (a) Structures
of the individual gears. C and P indicate DNA strands, and T indicates teeth. (b)
Operation of the gears. L and R represent linker and removal strands, respectively.
L1 and R1 are complementary to each other. Both circles remain intact during the
rolling process. The only changed strands are the linker (L) and removal (R) strands.
Note that no twisting motion is generated in the central strands during the rolling
process. (Reproduced from [21] with permission).
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2.2 Can DNA Motors Work Autonomously?

A DNA Machine Contains a DNAzyme Domain

Working autonomously is an essential feature for cellular protein motors and
man-made macroscale machines. It is also desirable for nanomachines to be
autonomous. This section describes our initial efforts to address this chal-
lenge. The key of our strategy is the introduction of a DNA enzyme domain,
which extracts chemical energy and powers a DNA machine. We have tested
this notion first with a construct that performs a simple opening and closing
motion. This DNA machine undergoes continuous, autonomous motion in the
presence of a fuel strand. The motion is controlled by the addition of a brake
strand [7, 5]. Fig. 3 illustrates this process. This motor has a triangular shape.
It contains a V-shaped dual arm spaced by a single DNA strand at the top.
The single strand has a special sequence, corresponding to the core part of a
DNA enzyme (E) and its flanking recognition arms on both sides. When this
strand is base-paired with its substrate (S), which is a DNA strand with two
RNA bases in the middle, the V-shaped arms will be opened owing to the
increase in the rigidity of the single-stranded linkage after forming a duplex
with its substrate. The DNAzyme then cleaves its substrate, and the cleaved
products are short and dissociate from the DNAzyme, which virtually closes
the two arms of the motor. If there is substrate in the solution, the above
opening and closing process will continue until all substrate molecules (fuel)
have been consumed. This process can be regulated by addition of a brake
strand (B). The brake molecule is a DNA analog of the substrate, but has
base pairs extending into the catalytic core of the enzyme. The brake strand
can form a slightly longer duplex with the DNAzyme than the substrate does.
The DNA machine will preferentially bind brake strands and further incor-
poration of fuel strands is then disabled. Therefore, the motor will be frozen
in its open state. Note that the brake strand has an unpaired tail, which is
designed for removal of the brake. Upon addition of a removal strand (R),
the removal strand completely base-pairs with the entire brake strand. As a
result, the brake will be removed from the motor system, and the motion of
the machine will be resumed.

A DNAzyme-Containing DNA Walker

Recent work has shown that relatively complex motions can be realized with
DNA nanocontructions, including walkers and gears. In the following, we
show further that we can introduce a DNAzyme into a DNA walker. Such
a DNAzyme-containing walker can move autonomously in either direction
along a linear track in a controllable fashion [20]. This design takes advantage
of the RNA-cleaving function of a DNAzyme. Details of this walker and its
mechanism of movement are presented in Fig. 4. The enzyme strand (the red
parts are base-recognizing arms, and the orange part is the catalytic core)
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Fig. 3. Schematic of an autonomous DNA nanomotor based on a DNA enzyme. The
DNA motor consists of two single strands, E and F. The strand E contains a 10–23
DNA enzyme domain, which is colored purple. The strand F has a fluorophore at
the 5′ end (labeled as a solid green circle) and a quencher at the 3′ end (labeled by
a solid black circle). (Reproduced from [5] with permission).

base-pairs with one of its substrates on the linear track. The blue dots on the
green substrates depict the cleavage points, where the RNA bases are located.
After the enzyme cleaves the substrate, the shorter product will be released
into the solution owing to its relatively weaker bonding. This gives an oppor-
tunity for the exposed part of the enzyme strand to seek another substrate
within its vicinity. Gradually, through branch migration, the whole enzyme
strand will shift to the next neighboring substrate on the track, and the above
process will be repeated until the DNA enzyme moves to the other end of the
track. This process can be purposely chosen to start from either end of the
track and will continue to the opposite end, but the walker cannot move back-
wards once it has been determined which end of the track it will start from,
because the enzyme will destroy all the substrates that it has passed.

2.3 Can DNA Motors Work with Inexpensive Fuel Molecules? —
pH-Switched DNA Motor Based on a Duplex–Triplex Transition

In the DNA machines described so far, DNA and RNA are used as fuel,
but they quite expensive. It would be desirable to use inexpensive common
chemicals as fuel. This motivation has guided us to design a pH-triggered
DNA machine. Under certain conditions, a DNA triplex rather than a duplex



28 Z. Deng, Y. Chen, Y. Tian, C. Mao

Fig. 4. Schematic of a walking DNAzyme and its track. (a) Principle of walking.
(b) A construction where the walking DNAzyme is at one end of its track. Black
lines, template (T); green lines, substrate (S); red–gold lines: a 10–23 DNAzyme;
gold lines, the catalytic core. Blue dots indicate the bonds to be cleaved by the
DNAzyme. (Reproduced from [20] with permission).

is a more stable conformation for certain DNA molecule assemblies. On the
basis of this phenomenon, a DNA motor with a structure as shown in Fig.
5 can be generated [4]. This figure shows a DNA assembly that contains a
long strand L (red) and two short strands (black) in an open and closed state.
Strand S forms a duplex with one segment of strand L. At pH 8.0, this duplex
is the dominant conformation. When the pH is switched to 5.0, one originally
dangling single-strand segment within the strand L base-pairs back with the
duplex part formed between S and L to give a triplex structure. The formation
of this triplex contracts the whole assembly into a closed state. In the closed
state, a prelabeled fluorescent dye (green) and a quencher (black) are brought
together, resulting in efficient fluorescence quenching. Therefore, by measuring
the fluorescent emission of the sample, the real-time operation of this motor
can be easily monitored.
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Fig. 5. A DNA nanomotor based on a DNA duplex–triplex transition. The DNA
machine consists of three strands: a strand with a fluorescent label (strand F), a long
strand (strand L), and a short strand (strand S). The open and solid circles represent
a fluorophore and a quencher, respectively. Note the formation and dissociation of
a DNA triplex involving the S and L strands upon change of the pH of the solution.
(Reproduced from [4] with permission.)

2.4 Can DNA Motors Perform any Useful Work? — Programming
Chemical Reactions by a Two-State DNA Switch

Various DNA machines have been demonstrated, but there are very few re-
ports of their applications. Very fundamentally, we would like to ask: are they
useful? This section describes one of the few reported examples of an attempt
to address this question. DNA-templated organic reactions has been pursued
over the years [13]; the following example will demonstrate that a DNA mo-
tor can be employed to control the path of a chemical reaction [6]. As shown
in Fig. 6a, the DNA structure used consists of three strands: a long strand
c (red), which can be divided into three domains, c1, c2, and c3. There are
another two shorter strands, N1 (green) and N2 (blue) that base-pair with
domains c1 and c2, respectively. These three strands are modified with either
amine or carboxylic groups, as indicated in Fig. 3. A pH change between 5.0
and 8.0 determines whether a triplex structure will be formed or dissociated
between domain c3 and the duplex formed between N2 and domain c2. At pH
8.0 or 5.0 (Fig. 6b), the carboxylic group on strand c will be brought closer
to the amine group on strand N1 or on strand N2 respectively, and thus allow
a corresponding amide bond to be formed at the designated position upon
addition of a condensing reagent.
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Fig. 6. Schematic illustration of the switching of a chemical reaction based on a
DNA duplex–triplex transition. (a) DNA sequences, and the positions of the amino
groups and carboxylate group of interest. Note that there is a string of unpaired
T6 at the 5′ end of strand N2. Addition of the extra six bases to strand N2 causes
strands N1 and N2 to have different molecular weights and electrophoretic mobilities,
which allows identification of strands N1 and N2 by polyacrylamide gel electrophore-
sis (PAGE). (b) Switching of a chemical reaction by switching the location of the
carboxylate group. This behavior is triggered by a change of the pH value of the
solution. Note the formation and dissociation of a DNA triplex. (Reproduced from
[6] with permission).

3 DNA Encoded One-Dimensional Array of Nanogold

A very challenging aspect of nanotechnology is the development of an effi-
cient and potentially universal way to organize nanosized building blocks into
designed architectures. Among the various possible materials, DNA is a su-
perior molecule for this purpose for the following reasons: (1) DNA can be
made to form well-defined nanostructures by rational design; (2) DNA can
be chemically modified and operated on by enzymes; (3) DNA itself is an en-
vironmentally benign biochemical reagent. By choosing gold nanoparticles as
model materials for the assembly, we have demonstrated the successful prepa-
ration of 1D gold nanoparticle arrays with lengths up to 4 m [10]. It has been
previously shown that gold nanoparticles can be assembled into small, discrete
structures [1, 16, 12, 24] through hybridizing mono-DNA-modified gold parti-
cles with a DNA template. However, creating a gold nanoparticle array con-
taining hundreds of nanoparticles does not seem to be an easy matter because
of difficulties with the availability of long, single-stranded DNA templates.
Fortunately, a rolling-circle DNA polymerization technique [11, 15] developed
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ten years ago can help. With the help of this rolling-circle polymerization,
we can obtain a single-stranded DNA template with a tandemly repetitive se-
quence defined by the circular DNA template (Fig. 7). Also, gold nanoparticles
can be modified with a thiolated single-stranded oligonucleotide, and mono-
DNA-modified particles can be isolated simply by agarose gel electrohporesis
using a protocol developed by Alivisatos et al. [1, 16, 12, 24]. After combining
the mono-DNA-modified gold particles with the rolling-circle-synthesized long
DNA template, 1D gold nanoparticle linear arrays with lengths up to several
micrometers can be obtained.

Fig. 7. Synthesis of an extended gold nanoparticle array by combining DNA-
encoded self-assembly and rolling-circle polymerization of DNA. (Reproduced from
[10] with permission).

4 DNA as Templates for Nanofabrication

4.1 Oriented Metallic Nanowire Networks Templated by DNA

Besides the use of self-assembly to form various structures, DNA molecules
can also be used as scaffolds for nanofabrication. The first example that we
have demonstrated is related to DNA metallization (Fig. 8). It is known that
lambda-phage DNA, a linear DNA with a natural length of 16μm, can be
aligned on a surface [2]. It is also known that DNA strands can be metallized
through electroless metal reduction in solution or on a surface [3, 18]. This
provides a fundamental possibility of fabricating 1D or 2D oriented metal
wire networks. The method described here integrates a molecular combing
technique and DNA metallization [8]. In the first step, DNA is aligned on a
mica surface by a fluid flow in the presence of magnesium ions, which enhance
the binding between the DNA and the mica surface and thus minimize DNA
detachment during the metallization process. Note that both the DNA and the
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mica surface are negatively charged. After alignment, the DNA sample is then
used for metal deposition. Palladium was chosen as the metal for this purpose.
To avoid the formation of nanowires with abundant branches, removal of the
palladium solution from the surface before adding the reduction bath solution
is helpful. The incubation time for the reduction process must be controlled
within a range of several minutes to as short as tens of seconds, otherwise
DNA will begin to detach from the surface, and the originally created DNA
network structures will be partially destroyed.

Fig. 8. AFM images of 2D aligned Pd nanowires (a) and the corresponding precursor
DNA molecules (b). The insets in (a) and (b) give closer views of a 2D square of
metal nanowires and of DNA molecules, respectively. Height scale: (a) 30 nm and
(b) 3.0 nm. (Reproduced from [8] with permission).

4.2 Molecular Lithography with DNA Nanostructures

Another example of DNA-templated nanofabrication is the molding of DNA
patterns with a metal film, resulting in a negative replica of the DNA structure
(Fig. 9) [9]. The first step in realizing the replication of DNA nanostructures
is to deposit DNA samples onto a mica surface. Since mica has an atomically
flat surface, DNA structures on the mica surface show significant topographic
patterns even though they are only about 1 nm high. Immediately after the
sample has been deposited and the surface has been dried, a layer of gold
metal is thermally evaporated onto the mica surface until a continuous film
with a thickness of about 20 nm is formed. The weak bonding between the
gold film and the mica surface offers the possibility to easily peel off the
gold film to release the replica. By this strategy, DNA structures, both one-
dimensional and two-dimensional can be successfully transferred to a metal
substrate. Since good control over the DNA structure could be achieved by
rational design, it is not a dream that in the future we might use the replicated
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patterns for various purposes, from ultrafine display panels and integrated
sensors to nanoelectronic applications.

Fig. 9. A molecular lithography technique that transfers DNA nanostructures into
metallic structures. (Reproduced from [9] with permission).

5 Final Remarks

This review has summarized our recent research results regarding DNA nan-
otechnology. DNA nanotechnology has clearly been developed into various
research fields. Despite some difficulties that lie ahead, DNA, as a unique
material, is paving the way towards molecular motors, directed material self-
assembly, and nanofabrication, which may, potentially, solve the challenges in
nanotechnology. We are expecting to see more and more breakthroughs in the
coming years that will bring new content to this field, towards more practical
applications of DNA nanostructures.
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1 Introduction

In the fifty years of history since the structure of DNA was first revealed,
what was once a Nobel Prize-winning research discovery has become an om-
nipresent cultural icon. The familiar DNA double helix is now serving as a
microscopic trellis for further advances in nanotechnology. The beginnings of
DNA nanotechnology can be traced back to Ned Seeman’s ingenious vision
of using flying-fish-like, six-arm, branched DNA to self-align into an ordered
three-dimensional lattice [46] and his earlier construction of a DNA cube [5].
I can still remember what Ned has told us many times in his group meetings:
“If it doesn’t work, use a hammer; if it still doesn’t work, use a bigger ham-
mer.” After about 20 years of hammering, DNA nanotechnology has evolved
into a unique interdisciplinary field, crossing the paths of chemistry, physics,
computer science, biology and materials science. This burgeoning field is pro-
ducing new information as prolifically as bamboo generates new shoots from
the ground. We would like to devote this chapter to Ned to celebrate his 60th
birthday. Most of the work reviewed here is based on that of the present au-
thors and their collaborators. While other prominent work in this field will
also be briefly mentioned, more thorough surveys of DNA nanotechnology can
be found elsewhere [48, 47].

1.1 Why Is DNA Good for Nanotechnology?

DNA, the well-known double-helix structure, offers the following advanta-
geous features as building blocks for nanotechnology. (1) B-DNA has a di-
ameter of about 2 nm and a helical repeat of about 3.4 nm. Its conforma-
tion is predictable with atomic precision. (2) DNA has the most predictable
and programmable intramolecular and intermolecular interactions, from the
perspectives of both Watson–Crick base pairing and its resulting conforma-
tion. A DNA sequence with N bases gives 4N unique sequence compositions.
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Fig. 1. B-DNA structure and base pairs.

Hybridization energies between complementary DNA sequences can be calcu-
lated. Sticky-end cohesion can serve as a “smart glue” to bring together two
double-helical DNA fragments with complementary overhanging sequences.
(3) Double-helix DNA has a persistence length of 50 nm under conventional
conditions, and thus it is considered a stiff molecule in the context of use
as a nanoscale building block. (4) DNA can be conveniently synthesized by
automated phosphoramidite chemistry and functionalized with various chem-
ical groups such as –NH2, –COOH and –SH and various fluorescent dyes.
Other DNA derivatives such as peptide nucleic acid [36] and locked nucleic
acid [20] can also be produced, adding different flavors to the library of nucleic
acid-based nanostructures. (5) DNA structures are complemented by a sophis-
ticated array of tools developed for DNA biotechnology: for example, DNA
can be manipulated using commercially available enzymes for site-selective
DNA cleavage (restriction), ligation, labeling, transcription, replication, ki-
nation and methylation [52]. DNA nanotechnology is further empowered by
well-established methods for purification and structural characterization, so
that essentially any designer DNA strand can be constructed.

The conventional DNA structure is a linear molecule. It has a valence of
2, so that end-to-end joining between multiple DNA double helices can re-
sult only in longer lines or topologically circularized objects. To construct
interesting two-dimensional (2D) and three-dimensional (3D) nanostructures
from DNA, it is necessary to design DNA structures containing branches. In
1982, Seeman first presented the idea of combining sticky-end cohesion and
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Fig. 2. (a) Sticky-end cohesion. (b) Sticky-ended assembly of branched DNA junc-
tions into a 2D square lattice.

branched DNA to make objects and lattices [46]. This idea is illustrated in
Fig. 2, which shows that a four-arm branched DNA junction with sticky ends
could self-assemble into square-like lattice in two dimensions. While not ap-
preciated by many people in the early days, this idea turned out to be a
paradigm-shifting proposal that truly opened up a new field. Ned spent the
next 15 years designing, constructing and characterizing a variety of branched
DNA molecules, such as three- [31], four- [19], five- and six-armed DNA junc-
tions [54], DNA triangles [43, 60], and double-crossover (DX) molecules [17].
Finally, in 1998, Seeman’s group succeeded in using the DNA DX molecule to
make 2D lattices by self-assembly [56]. This first example of a self-assembling
2D DNA lattice generated a lot of excitement and laid a solid foundation for
subsequent advancements in this field. Substantial progress has been made in
recent years with various DNA nanostructures in the construction of patterned
arrays. These include triple-crossover (TX) molecules [21], parallelogram DNA
lattices [32], 4 × 4 DNA nanogrids [58] and DNA lattices made from trian-
gular motifs [27, 4, 13]. All these examples demonstrate the versatility and
programmability of DNA-based self-assembly.

1.2 What Is DNA Nanotechnology Good for?

One of the key motivations for using branched DNA to achieve patterned lat-
tices is the desire to use them as scaffolds to organize macromolecules into
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3D crystals, thus helping to overcome the bottleneck of protein crystallization
experiments. Beyond organizing macromolecules, one can also imagine orga-
nizing nanoelectronic components into functional device architectures. Indeed,
the programmed and efficient self-assembly of rationally defined nanoarchitec-
tures from nanoscale building blocks, such as nanoparticles and nanowires, is
presently one of the outstanding challenges in nanotechnology. Another im-
portant application of DNA nanotechnology is the construction of nanome-
chanical devices based on conformational changes of DNA. Can such devices
be used to control protein–protein interactions or metabolic pathways? Can
one use 2D DNA nanoscaffolds to template addressable protein arrays for
single-molecule proteomics, artificial organelles, enzymatic networks or even
a molecular assembler? These are all open questions and will represent the
next wave of breakthroughs in DNA nanotechnology.

2 Programmable Self-assembly of 2D DNA Lattices

The unique features of DNA and branched DNA nanostructures make them
excellent materials of choice for creating sophisticated nanometer-scale pat-
terns with symmetric, asymmetric or even aperiodic structures. Here we
review some examples that demonstrate the programmability of DNA self-
assembly for constructing patterned 2D lattices.

2.1 DNA Nanotubes and Nanogrids

We have recently constructed a DNA nanostructure [58] (referred to as 4× 4
tile), which can be controlled to self-assemble into two distinct lattice mor-
phologies: DNA nanotubes or 2D DNA nanogrids. Fig. 2a shows a schematic
drawing of the strand structure of the 4 × 4 tile. This DNA tile consists of
four four-armed junctions pointing in four directions, which flank a central
cavity. The special features of this tile structure include a square aspect ra-
tio, which helps to regularize lattice growth by balancing helix stacking, and
sticky-end connections in all four directions within the lattice plane. Note also
that a central strand weaves through all four four-armed junctions. Though
each arm consists of a flexible four-armed junction structure, when combined
with junctions on neighboring tiles they are able to form reasonably rigid
nanostructures. Owing to an intrinsic curvature of the tile plane, DNA nan-
otubes are formed when similar faces of all constituent tiles point in the same
direction in the lattice; planar nanogrids, in contrast, are formed when sim-
ilar faces of adjacent tiles point up and down alternately, which cancels the
curvature. The controlled self-assembly of different lattice morphologies with
only a slight modification of a single DNA tile unit attests to the statement
that DNA self-assembly is programmable. It is worth noting that nanotubes
made from other types of DNA tile structures have also been reported and
characterized [35, 45, 26, 15, 42, 34]. These groups of DNA tubes may find
applications as encapsulants for the controlled release of nanomaterials.
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Fig. 3. Self-assembly of DNA nanoribbons and nanogrids using 4×4 DNA tiles. (a)
Strand structure of 4× 4 tile. The tile contains nine oligonucleotides, shown as sim-
plified backbone traces. The four-arm junctions are oriented in each of the directions
(N, S, E, W); the red strand participates in all four junctions and contains T4 loops
connecting adjacent junctions. (b) Self-assembly of nanoribbons with an original
design. Upper left : double-helical domains are illustrated as rectangles, and paired
rectangles represent four-arm junctions. Complementary sticky-ends are shown as
matching geometric shapes. Upper right: designed structure of self-assembled lattice.
Bottom: AFM images of the nanoribbons. Scales are shown below each image. (c)
Self-assembly of 2D nanogrids with a corrugated design. Upper left : the component
tile is drawn similarly to that in Fig. 2b; note that the positions of the sticky ends
have changed. The tiles have two surfaces, one facing out of the plane and the other
facing into the plane. Here the surface facing out of the plane is indicated in green;
the other side (when visible) is colored blue. Upper right: corrugated self-assembly.
Bottom: AFM images of the 2D lattices (nanogrids).

2.2 Self-assembly of Patterns with Reduced Symmetry

Future practical applications of nucleic acid nanotechnology will rely on our
ability to efficiently self-assemble complex patterns with reduced symmetry. A
recent publication by Jaeger and coworkers [9] has described exciting progress
toward this goal. By designing 3D artificial RNA motifs called tecto-RNA,
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these authors programmed the building blocks to self-assemble into a variety of
nanoscopic fabrics with increasing complexity and addressability. 2D lattices
with predefined finite, addressable patterns can be easily achieved using this
strategy.

How complex can the patterns achieved through DNA self-assembly be?
Winfree has proposed that if self-assembly proceeds by cooperative binding
at multiple weak binding domains, then it should be possible to encode any
desired computational rules in a set of “molecular tiles” that will self-assemble
into a (possibly quite complex) pattern defined by those algorithmic rules. Re-
cent work [44] by his group on the construction of a Sierpinski triangle pattern
using algorithmic DNA self-assembly has demonstrated that engineered DNA
self-assembly can potentially be used to construct complex networks.

Yan et al. [57] have recently reported the construction of an aperiodic
patterned DNA lattice (a barcode lattice) formed by a self-assembly process
via the directed nucleation of DNA DX tiles around a longer DNA scaffold-
ing strand. The long DNA strand not only encoded the barcode information
01101, but also served as the nucleation point for the assembly of DX tiles,
with each bit represented by one DX tile. To aid in the visual readout of the
encoded information, each bit-1 tile was modified with two stem loops per-
pendicular to the tile plane, one protruding upward and the other downward;
each bit-0 tile, in contrast, was represented by the absence of such stem loops.

Multiple layers of such structure will associate with each other via sticky-
end pairing and form a 2D lattice displaying the barcode information, which
can be easily detected by AFM (Fig. 4). The nucleated self-assembly can be
reprogrammed to achieve another patterning; an inverted barcode pattern
10010 was achieved by modifying the scaffold strands and one of the strands
making up each DX tile. The directed-nucleation method described here pro-
vides another unique way to implement complex patterns.

3 DNA Lattices as Nanoscaffolds for Templated
Self-assembly

A diversity of functional groups and components can be chemically at-tached
to DNA. This considerably enhances the attractiveness of DNA self-assembled
nanostructures as excellent templates for spatially positioning other functional
molecules with subnanometer precision and programmability.

3.1 DNA Scaffolds for Protein Arrays

The 2D DNA nanogrids self-assembled from the 4 × 4 DNA tiles have a
large cavity size, which makes them ideal to serve as scaffolds to organize
other molecular components. We have used such lattices to template the self-
assembly of streptavidin proteins into periodic 2D arrays [58]. In this ex-
periment, one of the T4 loops at the center of the 4 × 4 tile was modified
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Fig. 4. Self-assembly of 01101 barcode lattice around DNA scaffold strand. (a)
Strand structure of one barcode layer. This layer represents the barcode information
01101. The red strand is the scaffold strand required for tile assembly. The distances
between adjacent hairpin loops are indicated by the number of helical turns. (b)
Schematic illustration of self-assembly of barcode lattice layers based on DX tiles
around a scaffold strand. On the left, a five-tile crenellated horizontal layer is shown
with an input scaffold strand running through the layer (red). The scaffold strand is
required for the tiles to assemble. On the right, a lattice of four layers is illustrated
(note that sticky ends are still available on the upper and lower layers for the addition
of more layers). The sticky ends are represented by different, matching colored areas.
The barcode information (01101) is represented by either the presence (1) or the
absence (0) of a stem loop (shown as a black circle) protruding out of the tile plane.
(c) Atomic-force-microscopy visualization of DNA barcode lattice (01101). The scale
of each image is indicated at its lower right corner. Up to 24 layers of DNA have
been self-assembled; the desired stripe pattern is clearly visible. Each layer contains
five DX tiles and is about 75 nm wide. The distance between the two closer adjacent
stripes is ∼ 16 nm. The distance between the two more distant adjacent stripes is
∼ 31 nm.

with a biotin group. When streptavidin was added to the solution containing
the self-assembled 4 × 4 DNA nanogrids, the interaction of streptavidin with
biotin led to periodic streptavidin arrays (Figs. 4a,b). We have also demon-
strated that these 2D nanogrids can be used to program the directed assembly
of streptavidin protein arrays with a controlled spatial separation and den-
sity of the proteins [41]. These programmable protein assemblies utilized a
two-tile system, where “A tiles” and “B tiles” associated with each other al-
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ternately through rationally designed sticky ends, and self-assembled into 2D
nanogrids. The A tiles and B tiles can be selectively modified such that either
one tile type or both carry biotin groups. Consequently, the combination of
selectively modified A and B tiles in the self-assembly and the subsequent
binding of streptavidin to biotin leads to a varied periodic spacing of the pro-
tein molecules on the DNA lattices. This result clearly shows that DNA can
be used as a programmable nanoscaffold.

So far, the noncovalent streptavidin–biotin interaction has been the most
explored method to create networks [58, 41, 40, 38, 37] of streptavidin
molecules by modifying DNA oligos with biotin groups. However, this method
is limited in that only one type of protein–ligand interaction exists. To realize
the full potential of DNA scaffolding for protein assembly, the challenge is to
develop programmable methods of using DNA nanostructures to direct the
assembly of any proteins of interest. To meet this challenge, we have recently
demonstrated the use of selective DNA aptamer binding as a robust platform
for linking proteins to periodic sites of a self-assembled DNA array [29]. This
aptamer-directed self-assembly system employs three components: (1) a ra-
tionally designed DNA nanostructure that self-assembles into highly ordered
spatial lattices by virtue of specific annealing of complementary sticky ends;
(2) a DNA docking site containing an aptamer sequence which will tether
the protein of interest to the DNA lattice; (3) the protein to be displayed on
the self-assembled DNA lattice. Aptamers are DNA or RNA molecules that
can be selected from random pools on the basis of their ability to bind other
molecules. Aptamers that exhibit subnanomolar affinities for a wide range
of protein targets have been identified. It is possible to generate a virtually
unlimited number of specific ligand–aptamer pairs, such that each class of
spatially displayed aptamer will interact with high affinity with its specific
ligand. The aptamer-directed self-assembly method possesses the following
advantageous features. (1) The DNA-tiling self-assembly has been demon-
strated to be programmable. (2) Both DNA tiles and aptamers are composed
of oligonucleotides, and thus they are compatible with each other. (3) New
protein-binding aptamers can be generated through automated processes. (4)
DNA-nanostructure-displayed aptamers are not just limited to proteins; they
can be extended to bind other ligands. As a proof-of-concept experiment, we
have demonstrated the incorporation of the thrombin-binding aptamer se-
quence into a triple-crossover DNA tile and used the aptamer-bearing TX
tiles for the directed assembly of thrombin protein linear arrays (Fig. 6).

3.2 DNA Scaffolds for Nanoelectronics

Metallic, semiconductor and magnetic nanostructures are being actively de-
veloped as electronic-device building blocks and chemical sensors. When such
nanomaterials are organized into well-defined ensembles, their collective prop-
erties depend critically on the interparticle spacing and hierarchical organi-
zation. However, methods to control these parameters are still scarce. DNA
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Fig. 5. Programmable self-assembly of streptavidin protein arrays templated by 4×4
DNA nanogrids. (a) Schematic drawing of the DNA-nanogrid-scaffolded assembly
of streptavidin. Left : the DNA nanogrids; a biotin group, labeled by a red letter B,
is incorporated into one of the T4 loops at the center of each tile. Right: binding
of streptavidin (represented by a blue tetramer) to biotin will lead to a protein
nanoarray on a DNA lattice. Note that this is a one-tile system, so that every tile in
the lattice contains a biotin group. (b) AFM image of a self-assembled protein array;
a scale bar is shown at the bottom of the image. (c) Strand structure of 4 × 4 tiles
A (blue) and B (pink) for the construction of the 2D nanogrids of a two-tile system.
Complementary sticky-end pairs are labeled as n and n′. (d, e) Schematic drawings
of the AB tile self-assembly and subsequent binding of streptavidin onto an A*B
lattice and an A*B* lattice, respectively. Biotin groups and streptavidin molecules
are represented by smaller red dots and larger yellow cylinders, respectively. (f, g)
AFM images obtained after binding of streptavidin to the bare DNA nanogrids A*B
and A*B*, respectively. The scan sizes of both AFM images are 1 μm × 1 μm, with
150 nm × 150 nm zoom-in insets.

self-assembly may provide a viable solution. The periodicities and interparti-
cle spacings defined by DNA nanostructures are readily adjustable, with sub-
nanometer spatial resolution. This level of precision provides exquisite control
in the construction of rationally defined 2D and 3D nanoscale assemblies.

The development of self-assembled DNA nanoscaffolds to organize func-
tional nanomaterials is still in a very early stage. Recently, Kiehl and cowork-
ers [22] reported the use of 2D DX lattice as a template to organize 5 nm
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Fig. 6. Aptamer-directed self-assembly of thrombin protein on a triple-crossover
DNA tile. (a) The red strand contains a thrombin-binding aptamer sequence. The
TX tiles self-assemble into a linear DNA nanoarray. The periodic spacing between
adjacent pairs of aptamer loops corresponds to 5 turns of DNA, ∼ 17 nm. Binding
of thrombin protein (green balls) to aptamers on the linear array leads to a linear
protein array. (b) An AFM image of the aptamer-directed self-assembly of thrombin
protein linear arrays. Brighter spots show the thrombin proteins.

Au nanoparticles into arrays. In this strategy, the self-assembly of periodic
Au nanoparticle arrays was achieved in three steps. First, a 2D DX array
containing single-strand A15 at periodic sites was formed in solution. Sec-
ond, this DNA scaffolding suspension was deposited on a mica surface and
allowed to adsorb on the surface. Finally, a solution of DNA–Au conjugate,
prepared by attaching a dense layer of thiolated T15 oligo to the Au NPs,
was deposited on the mica substrate and allowed to hybridize with the A15

sequence in the 2D DX array. An alternative strategy for directing the as-
sembly of Au nanoparticles on a DNA scaffold can be achieved through the
hybridization of DNA–Au with only one DNA oligo conjugated to the Au
nanoparticle [63]. Alivisatos and coworkers have used this method to construct
dimeric and trimeric nanoparticle ensembles using linear and branched DNA
scaffolds [30, 10]. Most recently, Mao’s group has extended this method and
used longer linear DNA templates containing repeating sequences to template
a linear array of Au nanoparticles [11]. Another interesting study, concern-
ing the reversible switching of DNA–gold nanoparticle aggregations, has been
reported by Niemeyer’s group [18]. In this design, the distance between neigh-
boring nanoparticles can be controlled by shortening or stretching the DNA
fragments connecting them.

Another general strategy for using DNA to scaffold Au nanoparticles re-
lies on biotin–streptavidin binding [39]. For example, we have utilized a linear
DNA array composed of TX molecules that are functionalized with biotiny-
lated DNA strands and incubated with streptavidin-coated Au nanoparticles
to assemble nanoparticle arrays with controlled spacings [23]. The biotin–
streptavidin binding directs the placement of the Au nanoparticles on the TX
array. The spacing between neighboring particles is dictated by the periodicity
of the nanostructured lattice (Fig. 7). On the basis of the same strategy, Sim-
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mel and coworkers [3] have obtained linear chains of nanoparticles on longer
scaffolds generated by rolling-circle amplification.

Fig. 7. DNA templated self-assembly of nanoparticle linear arrays. (a) The unit
triple-crossover DNA tile carrying protruding loops, which can have biotin on one
or both sides of the tile. (b) Binding of 5 nm gold nanoparticles (blue balls) coated
with streptavidin (STV) to biotin-modified TX can lead to two different forms of
gold arrays: single- or double-layer gold linear arrays. (c)–(f) SEM images of: (c)
STV–gold alone; (d) bare TX DNA arrays; (e) single-layer STV–gold arrays; (f)
double-layer STV–gold arrays (scale bars: 50 nm).

4 DNA Nanomechanical Devices

Controlled mechanical movement in molecular-scale devices is one of the key
goals of nanotechnology. DNA is an excellent candidate for the construction
of such devices owing to the specificity of base pairing and its robust physic-
ochemical properties. A variety of DNA-based nanomechanical devices have
recently been demonstrated. In general, the current DNA nanomechanical de-
vices can be classified into three different categories. (1) Devices based on
structural transitions triggered by the addition of small molecules to the solu-
tion. Examples include the B–Z transition device [33] and pH-driven devices
[6, 28]. (2) Devices that are sequence-dependent, where their conformational
states are switched by addition and removal of DNA strands that set a par-
ticular device state. Examples in this category include DNA tweezers [62],
the PX-JX2 device [59], devices based on duplex/G-quadruplex structural
transitions [24, 1], and two-legged DNA walkers [49, 51]. (3) Autonomous
devices that do not require outside intervention during the conformational
transition between states. These include autonomous DNA tweezers [8] based
on DNAzyme cleavage, an autonomous unidirectional walker [61] based on
ligation and asymmetric endonuclease cleavage, the DNA crawler [53], and
another DNA walking device based on reactions of a DNA nicking enzyme
[2].
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Fig. 8. A 2D DNA lattice capable of changing cavity dimensions. (a) Incorporation
of DNA nanoactuator devices into a 2D lattice. Two nanoactuator devices, with
different base sequences, are incorporated into opposite arms of a rhombus-like motif.
The two states of these nanoactuator devices result in two different lattices. (b) AFM
images illustrating reversible transitions between the two different lattices. Two well-
defined end states, S1 (smaller cavity) and S2 (larger cavity), are clearly evidenced.
An intermediate state shown in the middle shows a less regular lattice owing to the
removal of the set strands.

4.1 Sequence-Dependent DNA Nanomechanical Devices

The DNA-based devices in the first category have the drawback that they are
triggered by a single species and are not individually addressable. This means
that it is not possible to construct a nanorobotic device containing multi-
ple subunits that can be operated independently. This problem was overcome
in a recent breakthrough utilizing a strand displacement technique. Yurke
and Turberfield [62] have developed sequence-dependent DNA tweezers. The
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tweezers assume a contracted state when a particular “set” strand is added
to the solution and then assume an open state when the “set” strand is re-
moved by a “fuel” strand that is fully complementary to the “set” strand.
Because the “set” strand can be designed to contain different sequences, N
different types of tweezers can be constructed using N different “set” strand
sequences. Seeman’s group has applied the strand displacement technique in
the construction of a sequence-dependent, robust rotary device [59]. In this
device, reversible rotations between two well-defined states were clearly visible
by AFM as the device rotated a larger DNA marker attached to it.

4.2 Incorporating DNA Devices into DNA Lattices

We have recently reported the construction of DNA nanoactuator and incor-
porated it into a 2D parallelogram DNA lattice [16]. This device can exist
in two states. State 1 is the contracted state, with a bulging three-arm DNA
branch junction; state 2 is the expanded state, with two perfectly complemen-
tary strands of DNA. Operation of the device in the 2D lattice was used to
control the lattice morphology. Large alterations in lattice dimensions due to
additive changes from each unit cell were observed. Fig. 8a shows the design
of this nanoactuator and the lattice in which this device is embedded. The
AFM images shown in Fig. 8b demonstrate the interconversion of the two
states of the rhombic lattice actuated by the two-state devices. The sizes of
the cavities in the rhombic lattice were switched from ∼ 14 nm × 14 nm (the
left image) to ∼ 14 nm × 20 nm (the right image). The reverse process from
an extended lattice to a contracted lattice was also observed.

4.3 An Autonomous Unidirectional DNA Walker

Most molecular machines that execute cellular functions in the human body
are autonomous and in many cases unidirectional, which makes the construc-
tion of such autonomous unidirectional devices in artificial systems promising
and attractive. We have recently reported the design and experimental con-
struction of an autonomous unidirectional DNA walker on a DNA track [61]
(Fig. 9).1 This walker device has the following features: the device is free from
any external environmental mediation, and hence is autonomous; it is powered

1 Fig. 9: (a) The device contains two parts: the track and the walker. The track
consists of three evenly spaced duplex DNA anchorages, A, B, and C, each linked
to the backbone via a hinge, a four-nucleotide flexible, single-stranded DNA frag-
ment. The walker is a six-nucleotide DNA fragment (colored red and indicated by
*) initially positioned at anchorage A. The numbers give the lengths of the DNA
fragments, in bases. (b) Recognition sites and restriction patterns of PflM I and
BstAP I. Bases that are important for PflM I and BstAP I recognition are shown
in bold green and pink type, respectively. N indicates the position of a base that
does not affect recognition. (c). Operation of the device. The left portion shows
the sequence of structural changes that occur during the device’s operation; the
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Fig. 9. The structural design and operation of an autonomous unidirectional device.

right portion describes the accompanying enzyme actions and shows how they
affect the ends of the anchorages. Panel 0 depicts the device in its initial state.
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by the hydrolysis of ATP consumed by T4 ligase; the motion of the device is
unidirectional; and the device executes motion along a DNA track and results
in a DNA fragment moving unidirectionally from one end of the track to the
other. The operation of the walker device was verified via careful tracking of
the radioactively labeled walker using gel electrophoresis.

4.4 Can DNA-Based Nanomechanical Devices Perform the
Desired Functions?

The most recent developments by Seeman’s and Mao’s groups give positive
answers to this question. The ribosome-like DNA constructed by Seeman and
coworkers [25] provides an exciting example of how a DNA-based nanomechan-
ical device can perform useful functions. This device mimics the translational
capabilities of a ribosome by directing positional synthesis of polymers. Differ-
ent pairs of DNA “set strands” can be added or removed to bring the device
into any one of four conformational states. Each state allows the positional
alignment of a specific pair of DNA motifs, analogous to an aminoacyl-tRNA,
selected from a pool. The pairs bear polymer components that can then be
fused in a specific order. As a proof of principle, Seeman’s group chose DNA
as the polymer being aligned and used enzymatic ligation to fuse the poly-
mers. Consequently, positional synthesis using the prototype device resulted
in four different DNA polymers, each containing a defined sequence. Mao’s
group has utilized a pH-driven duplex–triplex transition device to control the
distance-dependent coupling reactions between –NH2- and –COOH-modified
DNA oligos [7]. Although the above experiments are only the first steps, more
sophisticated nanorobotic applications can be expected in the near future.

5 Conclusions and Outlook

In this review, the use of DNA as designer building blocks for constructing
self-assembled DNA lattices and nanomechanical devices has been discussed.
The experimental demonstrations described here attest to DNA’s role as one
of the leading materials for nanoconstruction and nanoscaffolding. The fasci-
nating potential applications of self-assembled DNA structures in nanoelec-
tronics, nanorobotics, and nanocomputation are waiting for us to explore.
As nucleic acid-based nanotechnology reaches a new crossroads and more

Process I is the ligation of anchorages A* and B, which have complementary
sticky ends. This creates a PflM I recognition site. In process II, the device is
cleaved by PflM I, transferring the walker to B (panel 2). The new sticky end of
B* is complementary to that of C. In process III, B* and C hybridize with each
other, and are ligated by T4 ligase to create a recognition site for endonuclease
BstAP I. In process IV, B*C is cleaved into B and C*, transferring the walker
to C. This completes the motion of the walker, and the final product is shown in
panel 4.
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progress is made in constructing molecular devices and patterned superstruc-
tures, we need to consider carefully how to reduce errors in self-assembly, how
to template functional nanoelectronic device architectures on more complex
DNA nanoscaffolds, how to extend 2D self-assembly to 3D and how to use
DNA self-assembly to bridge the gap between “top-down” and “bottom-up”
construction. Recent progress in designing error-correcting mechanisms [55],
DNA-based molecular lithography [12], chemical copying of branched DNA
nanostructures [14] and a replicable 3D DNA nanoobject [50] promises a great
future for DNA nanotechnology. I would like to end this chapter with a quote
from Confucius: “A journey of a thousand miles begins with a single step”.
The journey to a greater DNA nanotechnology has just begun.
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1 Algorithmic Crystal Growth

Biology provides the synthetic chemist with a tantalizing and frustrating chal-
lenge: to create complex objects, defined from the molecular scale up to me-
ters, that construct themselves from elementary components, and perhaps
even reproduce themselves. This is the challenge of bottom-up fabrication.
The most compelling answer to this challenge was formulated in the early
1980s by Ned Seeman, who realized that the information carried by DNA
strands provides a means to program molecular self-assembly, with potential
applications including DNA scaffolds for crystallography [19] or for molecular
electronic circuits [15]. This insight opened the doors to engineering with the
rich set of phenomena available in nucleic acid chemistry [20].

This chapter focuses on what might be considered the most elementary
phenomenon, the self-assembly of macromolecular crystals. As commonly
practiced today, DNA self-assembly is a two-stage process. In the first stage,
which typically occurs at elevated temperatures, DNA oligonucleotides self-
assemble into well-defined molecular complexes often known as DNA tiles (e.g.
[9]). In the second stage, which typically occurs at substantially lower tem-
peratures, the DNA tiles stick to each other and form crystalline arrays [25].
This self-assembly is mediated by single-stranded “sticky ends” with comple-
mentary sequences that allow tiles to stick to each other by forming a double-
helical domain. The situation becomes particularly interesting when there are
multiple types of DNA tiles containing multiple types of sticky ends. Under
such circumstances, the ground state of the crystal might not be a periodic
arrangement of the molecular units [13], which motivates generalized concepts
of crystalline order [11]. Since in general a physical system may take expo-
nentially long to reach its ground state (meaning that large perfect structures
will effectively never form), the use of DNA self-assembly for bottom-up fab-
rication requires an understanding of the kinetics of crystal growth processes
– and the means to control them.
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Inspired by Seeman’s work, Len Adleman’s work on DNA computing [1],
and Hao Wang’s work on the mathematical theory of tilings [24], algorithmic
self-assembly [26] provides a mechanism whereby crystal growth can do infor-
mation processing. A crystal of DNA tiles can store information in the spatial
arrangement of the different sticky-end types exposed on its surface or along
its perimeter. When a DNA tile binds to a particular sticky-end combination,
it covers them up and simultaneously exposes new sticky-ends – thus effec-
tively modifying the information presented by the crystal. A set of DNA tiles
with particular input and output sticky ends therefore corresponds to a pro-
gram that leaves the trace of its operations embedded in the crystal. As one
application, the program can direct the construction of a shape [16]; in fact,
in an “error-free” model, self-assembly is universal for the construction of ar-
bitrary shapes [21]. From this perspective, algorithmic self-assembly presents
us with an extremely simplified model of morphogenesis based on elementary
crystalline growth mechanisms. The most interesting case occurs when the in-
formation present in a small “seed assembly” directs the growth of a specific
shape or pattern much larger than the seed. Thus algorithmic self-assembly
may be compared to biological development, a process that operates robustly
over 24 orders of magnitude in volume from the information encoded in DNA
to the mature organism.

For algorithmic self-assembly to direct growth at such a large scale, error-
free assembly cannot be assumed and fault-tolerance becomes a central issue.
Previous work suggested that physically reversible self-assembly can perform
“proofreading” on redundantly encoded information [27], that by preventing
undesired nucleation on growth facets exponentially low error rates can be
achieved [5], and that spontaneous nucleation of undesired assemblies unre-
lated to the seed can be made arbitrarily rare [17] – all with only a modest in-
crease in the complexity of the tile set. Considered together, this work appears
to solve (at least theoretically) the basic issues for fault-tolerant self-assembly
according to reversible, error-prone growth processes.

Here, we consider a new model: repair of a self-assembled structure after
gross damage – be it destruction by cosmic rays, fragmentation by ripping, or
attack by an adversary. We call a tile set self-healing if, at any point dur-
ing error-free growth, when any n tiles (not including the seed) are removed,
subsequent error-free growth will perfectly repair the damage in average time
O(n). Although hints of self-healing were seen in prior work [27], large dam-
aged areas almost always healed imperfectly. In fact, no previously considered
tile sets for 2D algorithmic patterns are self-healing according to this formal
definition. Nonetheless, we present a construction that transforms a tile set of
interest into a self-healing tile set (containing 25 times more tile types) that
performs the same assembly task but at a five-fold larger scale. This transfor-
mation works for a wide class of original tile sets, including all widely studied
examples.

Since the self-assembled pattern was originally produced by algorithmic
growth in the forward direction, the information required for repairing the
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hole is already present along the perimeter of the hole, and forward growth will
rebuild the correct structure – unless backwards growth (which is generally
not guaranteed to be correct) gets there first. The key to our construction is
to prevent holes (caused by damage) from filling in backwards. This is done by
replacing each tile in the original tile set with a 5× 5 block of tiles; however,
each block is designed such that it can grow in only one direction, “forward.”
To achieve this, we rely on the technique developed in [5], wherein a pattern
of strong bonds, weak bonds, and null bonds within each block controls the
order in which tiles can be attached. A simplified 3 × 3 transformation (not
general, but sufficient for transforming a tile set that constructs an infinite
Sierpinski triangle pattern) is also shown, as well as a 7 × 7 transformation
that has additional robustness to a type of spurious nucleation error.

1.1 Models for Algorithmic Self-assembly

The abstract Tile Assembly Model (aTAM) provides a rigorous framework
for analyzing algorithmic self-assembly. In the formulation used here, tiles are
considered to be unit squares with each side labeled by a bond type. Tiles
cannot be rotated. Each bond type has an associated strength, which may
be 0, 1, or 2 (respectively called null, weak, and strong bonds). A tile set
is a finite set of tile types, which may be used with replacement during the
assembly process. Assembly begins with a specified seed tile. A tile may be
legally added to an assembly whenever it may be placed so as to match one
or more sides with a total bond strength greater than or equal to 2 (i.e.,
if it either forms at least two weak bonds or one strong bond). Mismatches
neither help nor hinder. Assemblies that can be created from the seed tile via
a sequence of legal tile additions are called the produced assemblies. (For a
more formal description, see [21].)

Fig. 1 gives three examples of algorithmic self-assembly from prior work [28,
29, 27]. The Sierpinski tile set, for example, consists of seven tile types: four
rule tiles (each with four weak bonds), two boundary tiles (each with two
strong bonds, a weak bond, and a null bond), and one seed tile (with two
strong bonds and two null bonds). Each tile type is given a distinct color.
Growth is unbounded. In the limit, the pattern formed by the pink and yel-
low tiles give the positions of 0’s in a discrete Sierpinski fractal; the other tiles
represent 1’s. The red arrows, which are not part of the tiles per se, describe
the forward growth process by which the assemblies were formed: diagonal
arrows point away from two weak input sides (i.e., sides by which the tile at-
taches to the crystal), while horizontal and vertical arrows point away from a
strong input side. At each forward growth site, there is a unique tile type that
matches sufficiently many sides to be legally added according to the aTAM;
in fact, the rule tiles implement the logic of XOR. The binary counter tile set
is similar but uses different logic. Here, tile type colors are chosen to create a
derivative pattern. The positions of black tiles in the nth row above the blue
tiles correspond to 1’s in the binary expansion of the integer n. In general,
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Fig. 1. Three tile sets demonstrating algorithmic growth. Bond types are indicated
by letters or digits. Double lines indicate a strong bond, dotted lines indicates a
null bond, all other bonds (single lines) are weak. s indicates the seed tile. Top left:
the Sierpinski tile set. Top right: the binary counter tile set. Bottom: a tile set for
constructing a 9 × 9 square.

by endowing each tile type with a color, the assembled tiling may produce a
pattern with less complexity than the tiling itself, since the information pro-
cessing required to construct the pattern is hidden. In some cases, in fact, a
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single color is used and one is interested only in the shape of the assembled
structure. This is the case for the third tile set, which forms a finite square.
(Tile types are colored just to aid understanding of the growth logic.) Here,
two orthogonally oriented binary counters count down from an initial number
encoded in the green tiles; when they reach zero, the growth is terminated.
The 41 tile types (not all shown) may be inferred as the set of distinct tile
types that appear in the assembly. This technique can be used to construct
an N × N square by replacing just the green tiles with O(log N) new tiles
encoding the size of the square to be constructed.

Tile additions in the aTAM are non-deterministic, in the sense that at
any given moment there are typically several locations where a tile may be
legally added; for some tile sets there may also be locations at which more
than one tile type may be legally added. Therefore, many tile sets will produce
different assemblies dependent upon the order in which tiles are added. The
three examples of Fig. 1, however, uniquely produce the assemblies shown.
How do we know this? Thankfully, there is a simple yet powerful technique
for establishing that this is so for a tile set of interest. Consider an assembly
sequence of legal tile additions in a particular order. For each tile, we define
the input sides to be the sides that created weak or strong bonds when the tile
was added; the propagation sides to be those that serve as the input sides for
subsequent tile additions; and the remaining sides (if any) are called terminal
sides. An assembly sequence is locally deterministic if (1) every tile addition
makes exactly either two weak bonds or one strong bond (i.e., a strength-
2 addition), and (2) if the tile at location (i, j) and all tiles abutting its
propagation sides are removed from the final assembly, then there is exactly
one tile type that can be legally added at (i, j). This is easy to check, tile by
tile. Furthermore, if a tile set has a locally deterministic assembly sequence,
then the same final assembly is produced regardless of the order in which tiles
are added legally. (For a more formal description and a proof, see Theorem
2.3 of [21]. Here, we also allow infinite assembly sequences, which poses no
problems for the proof.) Locally deterministic tile sets include the majority
of examples considered in the literature.1 Furthermore, the definitions of self-
healing tile sets and transformable tile sets introduced later in this chapter
use ideas similar to local determinism.

The aTAM is considered an “error-free” model because perfect assembly
can be guaranteed, despite the asynchronous and non-deterministic order of
tile additions. This is the appropriate level of abstraction for reasoning about
how to program algorithmic self-assembly. However, considering how algo-
rithmic growth can occur in a physical system, such as DNA tiles in solution,
requires more realistic models that admit a variety of error modes expected to
be present in any real chemistry. For example, the kinetic Tile Assembly Model
(kTAM) describes physically reversible assembly as a continuous-time Markov

1 Not all tile sets that uniquely produce an assembly are locally deterministic; it is
a sufficient but not necessary condition.



60 E. Winfree

process in which tiles may be added at a location at a rate proportional to
their concentration (kf = k[tile type] = ke−Gmc) regardless of how well they
match their neighbors, but tiles also fall off at a rate determined by the total
strength, b, of bonds holding them to their neighbors (kr,b = ke−bGse). Thus,
tile additions that are illegal in the aTAM will sometimes occur in the kTAM
and may persist due to the addition of subsequent tiles that stabilize them –
resulting in assemblies containing errors. However, if Gmc ≈ 2Gse, then ex-
actly the legal tile additions have kf ≥ kr,b (favorable growth) while exactly
the illegal tile additions have kr,b ≥ kf (unfavorable growth). Thus, error rates
can be reduced to arbitrarily low values by simultaneously decreasing tile con-
centration and the temperature [28]. This improvement in fidelity comes at
the expense of speed: an m-fold reduction of errors requires m2-slower growth
conditions.

Errors can be reduced dramatically without significant slow-down using
the technique of block transforms of tile sets that increase their robustness [27].
The transformed tile set contains more tile types but produces the same pat-
tern as the original tile set, although at a larger scale.2 The basic principle is to
make assembly steps cooperative, so that multiple mistakes must occur before
erroneous information can be used in subsequent steps; in physically reversible
assembly, this gives the erroneous tiles ample opportunity to dissociate before
becoming embedded in the crystal – a simple form of “proofreading”. Specif-
ically, robustness is achieved by using redundant or distributed information
encoded in the bond types and by controlling the growth path by clever place-
ment of strong bonds and null bonds [5]. These techniques can produce tile
sets that are robust to several distinct types of errors that can occur in the
kTAM: growth errors in which a weakly-binding tile attaches at a location
where another tile could and should have been added; facet nucleation errors
in which a weakly-binding tile attaches at a location where no tile should yet
be added; and spontaneous nucleation errors in which a large assembly grows
in the absence of a seed tile. By replacing each tile in the original tile set by a
k×k block of new tiles, growth and facet nucleation errors [5] can be reduced
exponentially (in k) with only moderate slow-down. A similar exponential
reduction can be achieved for nucleation errors in a mass-action variant of
the kTAM [17]. Each of these works addresses only certain error types and
provides a construction that works for a limited class of tile sets. Therefore,
the outstanding issue for fault-tolerant algorithmic self-assembly according
to reversible, error-prone growth processes is whether these methods can be
combined into a single transformation that works for a wide class of tile sets
and simultaneously solves all three types of errors. Although we do not yet
have a definitive answer to this question, it appears that the basic principles
have been identified and the foundation has been laid for a complete solution.

2 Transformations that don’t increase the scale also exist, but they come at the
cost of a dramatic increase in the number of tile types for most patterns [14, 22].
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Fig. 2. Erroneous regrowth of a Sierpinski assembly after damage that removed
n = 19 tiles. Numbers at empty sites indicate the number of distinct tile types that
could be legally added at a site according to aTAM growth; where more than one
tile may be added at a location, correct regrowth is no longer guaranteed. Note that
the positions where incorrect regrowth can occur are dependent upon the tile set;
the binary counter tiles, for example, exhibit non-deterministic regrowth in different
growth directions (regrowth from north and west inputs is sometimes ambiguous,
as is regrowth from east and west inputs) than the Sierpinski tiles (regrowth from
north and west inputs is always ambiguous).

1.2 The Challenge of Self-healing Crystals

Here we consider a qualitatively new type of error: gross damage to an assem-
bly, such as a puncture, that removes a region containing many tiles. Such
events are so rare in the kTAM as to be effectively non-existent, yet it is easy
to imagine physical circumstances that would result in gross damage, such
as fragmentation and ripping induced by fluid flow or interaction with other
objects in solution. The question is whether an algorithmic crystal subject
to such misfortune will be capable of healing the damage correctly. This self-
healing behavior was observed to occur frequently, but not always, in kTAM
simulations of proofreading tile sets [27]. Can self-healing behavior be guaran-
teed for some tile sets? We formulate this question with respect to the aTAM,
so as to focus on the information-propagation aspects of the problem rather
than on the probabilistic aspects.
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Definition 1. We call a tile system self-healing (in the aTAM) if the fol-
lowing property holds for any produced assembly: If any number of tiles are
removed such that all remaining tiles are still connected to the seed tile, then
subsequent growth is guaranteed to eventual restore every removed tile without
error.

Several questions come to mind. First, why the restriction that remaining
tile are still connected to the seed? If gross damage breaks an assembly into
several pieces, we might wish that all fragments regrow properly. But some
fragments could be very small – just a few tiles – and it is unreasonable to
expect correct regrowth in all such cases. On the other hand, since we know
that growth from the seed tile is capable of constructing the entire assembly, it
is also capable of re-constructing it, at least if tile additions occur in the right
order. Rather than attempt to discern exactly which fragments can support
regrowth, we will be satisfied with just the seed fragment.3 So, are our favorite
tile sets self-healing? This can be quickly answered, in the negative, for the
three tile sets shown in Fig. 1. Several types of erroneous regrowth are shown
for the Sierpinski tile set in Fig. 2; similar errors occur in the other tile sets.
Then do any self-healing tile sets exist? Yes; the simplest example is a periodic
crystal in which every bond type is unique to the two tile types it joins, and all
bonds are strong. Uniquely-addressed finite assemblies can also be self-healing.
This is, however, an extremely limited class of self-assembled patterns. Can
algorithmic self-assembly be self-healing? It is far from obvious.

A first hope might be that robustness-enhancing tile set transformations,
such as the original [27] and snaked [5] proofreading schemes, already provide
self-healing properties. While kTAM simulations do show improved ability to
regrow into punctures, it is not perfect, and in the aTAM errors are even more
frequent. Examination of those block transformations suggests that typically
both proofreading approaches will result in new tile sets that suffer the same
regrowth problems as the original tile sets.

The remainder of this chapter shows that self-healing is possible for algo-
rithmic self-assembly. We first present a 3 × 3 block transformation that can
be applied to tile sets, like the Sierpinski and binary counter tile sets, that
grow within a quarter-plane from an L-shaped boundary. A proof technique is
developed for showing that the resulting tile sets are indeed self-healing. The
simplicity of these techniques makes it straightforward, then, to design and
test block transformations that work for a wider class of tile sets. We present
a 5× 5 scheme that works for many (though not all) locally deterministic tile
sets, including all three examples from Fig. 1. Finally, we ask how these results
are affected if regrowth occurs not one tile at a time (as in the aTAM), but by
the addition of strongly-connected chunks of tiles that may have formed on
their own without the seed (which we call the polyomino aTAM). Under these
more challenging conditions, self-healing is still possible, but our construction
uses 7 × 7 blocks. We conclude with a discussion of open questions.

3 Salamanders can regrow their tails, but their tails can’t regrow the salamander.
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2 Self-healing Transformations for Quarter-Plane
Patterns

What makes self-healing hard? The problem is that whereas the original tile
set may have been deterministic when growing in the expected directions,
with the expected input sides and propagation sides, regrowth may occur in
any direction and tile additions may no longer be deterministic. For example,
in the case of quarter-plane growth from an L-shaped boundary, the rule tiles
have four weak bonds, two of which serve as input and two as output; while
there must be a unique tile for any input pair, there may be multiple tiles that
have the same output pair. If such a tile is removed, the other (incorrect) tile
could be added during regrowth, binding by the two weak bonds on its output
sides. Incorrect regrowth could also occur if two tiles share some combination
of an output side and an input side (either adjacent or opposing). Between
the Sierpinski tile set and the binary counter tile set, all such situations occur.

Quarter-plane growth from an L-shaped boundary is a rich class of tile
sets, capable of creating a great variety of patterns. In fact, it is sufficient for
universal computation by simulation of blocked cellular automata or Turing
machines [26, 28]. In general we may wish to use rule tiles simulating a blocked
cellular automaton that outputs 〈f(x, y), g(x, y)〉 for input 〈x, y〉 where x and y
are from some possibly large finite alphabet and f(·, ·) and g(·, ·) are arbitrary
functions.4 Input is provided by the boundary tiles that create the L; locally
deterministic growth allows each arm of the L to consist of a finite initial
sequence of boundary tiles followed by a finite repeating sequence. We need
a block transformation that works for all such tile sets, which we call L-BCA
tile sets.5

There are two options: either to make sure that in the transformed tile
set sufficient information is present for any direction of regrowth, or else to
ensure that regrowth in the wrong direction is impossible. The former seeming
impossible, we take the second approach. The only way to prevent backward
and sideways regrowth is for the transformed tile set to contain null bonds
at key positions that control the growth path; the principle here is adapted
from the mechanism that prevents facet nucleation in the snaked proofread-
ing construction [5]. A 3 × 3 self-healing block transformation is shown in
Fig. 3, wherein each original tile produces nine new tiles with labels and bond
strengths according to a template that depends upon the original tile’s bond
strength pattern. (Rotated tiles use rotated templates.) For each tile type
t = 〈a, b, c, d〉 in the original tile set, nine tile types are included in the new

4 Reversible 1D cellular automata, for which the “inputs” 〈x, y〉 are also a function
of the “outputs” 〈f, g〉, are a widely studied class that includes Turing-universal
computation [12]. Tile sets directly simulating these cellular automata would be
immune from ambiguity in the backward regrowth direction, but the possibility
for problems in other directions remains.

5 These are quarter-plane tile sets discussed in [22], but augmented by a seed tile
and the boundary tiles.
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Fig. 3. Top: templates for the 3×3 self-healing transformation for rule tiles, bound-
ary tiles, and the seed tile. Bottom: a damaged assembly grown using the trans-
formed Sierpinski tile set. Sites may allow no immediate regrowth (red crosses),
regrowth from incorrect input sides (black checks), or regrowth from correct input
sides (green arrows). Note that a series of legal tile additions allows the partial yel-
low blocks to regrow independent of other activity, but the upper left damaged block
(*) cannot regrow until both its input blocks have formed.
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tile set. The new bond types are indexed variants of the original tile type
(e.g. t3) or bond type (e.g. a5). These are respectively called tile-type bonds
and bond-type bonds. New tiles that use at least one tile-type bond are given
the same color as the original tile and are called block tiles, whereas new tiles
that use exclusively bond-type bonds are left uncolored and are called bond
tiles. The same bond tile type may result from the transformation of distinct
original tiles. Examination of a damaged crystal grown from the transformed
Sierpinski tile set illustrates the inability to grow backwards or sideways where
there is any potential ambiguity. But how can we prove that this is always
the case? We use two simple lemmas, stated informally but hopefully unam-
biguously.

Lemma 1. If a tile can be added at a particular site in some assembly, then
it can be added at the same site (if it is open) in any larger assembly that
contains all the same tiles (and then some).

This follows immediately from the threshold condition for tile addition in the
aTAM: bond strengths are non-negative and mismatches do not interfere (i.e.,
they contribute strength zero). �

Lemma 2. Consider an assembly produced from a tile set according to the
aTAM. Remove any single tile (not the seed), as a test. The test succeeds if
there is a unique tile that can now be added at that site according to aTAM
growth. The tile set is self-healing if and only if this test succeeds for every
possible tile in every possible produced (i.e., correct) assembly.

First, the easy implication is immediate: if a test fails, then the tile set is not
self-healing. For the converse, now suppose that a tile set is not self-healing.
That means that there is some pattern of damage, and some sequence of
regrowth that leads to a first incorrect tile t. Prior to adding t, every tile that
was present was correct. Add to this assembly all the other tiles (other than
at t’s site) that had been removed in the damage. We now have a produced
(correct) assembly with a single tile removed. By Lemma 1, t can be added in
this assembly too. So can the correct tile, which is different from t. We have
thus identified a test that fails. �

We can now prove that the 3× 3 self-healing transformation works for all
L-BCA tile sets.

Theorem 1. The 3× 3 block transformation shown in Fig. 3 produces a self-
healing tile set when applied to any L-BCA tile set. Furthermore, the resulting
tile set will construct the same pattern as the original tile set, but at a three-
fold larger scale; specifically, the majority color of each block will be identical
to the corresponding tile in the original pattern.

To prove this, we need to show (1) that aTAM growth from the seed will pro-
duce the correct pattern (at a larger scale), and (2) that every test conceivable
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by Lemma 2 is bound to succeed. For claim (1), all we need to do is iden-
tify a locally deterministic assembly sequence. This is easy: since all L-BCA
tile sets are locally deterministic, we can start with a locally deterministic
assembly sequence for the original tile set, and show that we can elaborate
it into an assembly sequence for the transformed tile set that remains locally
deterministic. For each tile added in the original sequence, we add a series
of nine tiles for the corresponding block of the transformed tile set. Since
we know which sides are the input sides for the original L-BCA tile (south
and east for rule tiles, south or east for boundary tiles, and no inputs for the
seed tile), it is easy to find a canonical series of tile additions for each trans-
formed block, assuming the blocks for the corresponding inputs are already
completely present. Therefore, in the blocks each tile has a canonical growth
direction (as illustrated) and it can easily be verified that each tile addition is
locally deterministic (exactly strength-2, and growth from input and terminal
sides is unique). When at least one input side is within the block, uniqueness
is automatically guaranteed; when binding via a single strong bond as the
first tile in a boundary block, uniqueness follows from the uniqueness of tile
addition on the boundary in the original tile set; when binding via two weak
bonds as the first tile in a rule block, uniqueness follows again from unique-
ness of tiles with a given input pair in the original tile set. Thus, we have
constructed a locally deterministic assembly sequence for the transformed tile
set. This establishes part (1) of the result.

Part (2) can also be established by local examination of the transformed
blocks, using Lemma 2. For each tile within each block, we examine all possible
combinations of sides that contain total bond strength at least 2, and we ask
whether there is a unique tile that matches those sides. For rule blocks, eight
tiles need at least one side internal to the block, which therefore establishes
uniqueness; the exception is the tile in the lower right corner, which can grow
from input sides on the south and east – but for L-BCA tile sets, there is a
unique tile with this pair of inputs. So no test can fail within a rule block.
For boundary blocks, there are three exceptions to the rule that at least one
side must be internal to the block; these are (a) the bond tile, whose sides are
unique to that bond type; (b) the lower right tile, which is unique because
boundary growth in the original tile set is unique; and (c) the lower left tile,
which is unique for the same reason. For the seed block, the only exceptions
are again the bond tiles (which are unique) and the upper left tile (which is
the only tile touching both a horizontal and a vertical boundary, and thus is
unique). This establishes the conditions for Lemma 2, and thus completes the
proof that the transformed tile set is indeed self-healing. �

This proof also helps us understand why it was necessary to include “bond
tiles”, which at first seem like an out-of-place hack: if both boundary blocks
and the seed block had block-specific tiles in the upper right corner, then
backward growth from a boundary block (with a damaged region underneath
it) would no longer be unique – sometimes the seed block corner tile would
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attach in this position. In fact, we will see that bond tiles play an important
role in the more general self-healing transformations to come.

3 A General Self-healing Transformation

We now know that it is possible to have algorithmic growth that is self-
healing. Unfortunately, L-BCA tile sets, though computationally universal,
do not include most examples of algorithmically generated morphology, such
as the square of Fig. 1, which exhibit much greater variety in the growth
path. We would therefore like a self-healing transformation that will work
for any locally deterministic tile set, thus being applicable to essentially all
algorithmic self-assembly tile sets considered in the literature (e.g. [16, 2, 7,
21]). However, two situations are allowed in locally deterministic tile sets that
cause technical difficulties for the block transformations that are presented
below: first, the same tile type might appear with different input sides and
propagation sides at different locations within an assembly; and second, the
correct final assembly might contain weak bonds along the outer perimeter
or internal mismatches between tiles. Rather than attempt to handle these
possibilities, we choose to restrict our attention to tile sets in which neither
of these situations arises. Many tile sets in the literature are already of this
form, and others can be converted with a little thought. In any case, we are
led to the following definition.

Definition 2. A transformable tile set is a locally deterministic tile set with
the additional properties that (1) each tile type always appears with the same
sides as input, propagation, and terminal sides, and (2) all non-null bonds are
either input sides or propagation sides.

This means that all final structures are “capped” by tiles with null bonds on
the outside, as is the case in the square assembly of Fig. 1. It also means that
tile types can be labeled with arrows indicating their input sides, and these
labels are correct for all locally deterministic assembly sequences.

Rather than the three bond-strength patterns (rule tiles, boundary tiles,
seed tiles) of L-BCA tile sets, transformable tile sets may have a great variety
of bond-strength patterns. We can avoid having a separate block transform
for every bond-strength pattern by adopting a uniform convention for the
interface between blocks that is the same regardless of whether a strong bond
or a weak bond is being represented. By using the same block transform for
all tile types with the same input bond-strength pattern (regardless of the
strengths on the non-input sides), we require only four block schemes to be
specified, as shown in Fig. 4 for a 5 × 5 self-healing transformation. The four
cases are (a) diagonal rule blocks, in which two adjacent weak bonds serve as
the input; (b) convergent rule blocks, in which two weak bonds on opposite
sides of the tile serve as the input; (c) strong blocks, in which a single strong
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Fig. 4. A 5×5 self-healing transformation. Top: the four bond-strength patterns for
tile input sides. Non-input sides (indicated by ?) may have any strength. Bottom:
the corresponding block templates. Colored tiles are called block tiles; bonds between
block tiles are tile-type bonds. Uncolored tiles are bond tiles and have exclusively
bond-type bonds. Within each block template, each bond type appears uniquely (in
any given direction). Bond-type bonds in equivalent positions of different blocks are
of the same type. If the original tile had a null bond, then the corresponding bond
tile in the template is replaced by a block tile with three tile-type bonds and a null
bond. Original tiles with rotated input bond patterns use rotated templates.

bond serves as the input; and (d) seed blocks, which have no input. Note that
bond tiles now play a much more prominent role in the blocks. The growth
pattern within each block is designed so that output bond tiles receive their
input in a clockwise growth direction; this way, rotated blocks that define the
same bond tile will use it with a consistent growth direction.

Theorem 2. The 5× 5 block transformation shown in Fig. 4 produces a self-
healing tile set when applied to any transformable tile set. Furthermore, the
resulting tile set will construct the same pattern as the original tile set, but
at a five-fold larger scale; specifically, the majority color of each block will be
identical to the corresponding tile in the original pattern.

The proof of this theorem follows exactly along the lines of the proof for the
3× 3 transformation, but with more cases to test for Lemma 2. Tests of block
tiles succeed because either at least one input is another block tile from the
same block, or else all inputs (from bond tiles) specify a unique tile due to
the original tile set being locally deterministic. Tests of bond tiles succeed
because all their bonds are unique to the particular bond tile type. �

This transformation is now sufficient for showing that the growth of arbi-
trary algorithmic shapes [21] can be self-healing. Incidentally, the transforma-
tion of a transformable tile set is also a transformable tile set, an interesting
closure property that could aid in combining different robustness transforma-
tions.

We can now revisit the question of why bond tiles were necessary. The es-
sential reason is that in the original tile set, strong bonds dictate a determinis-
tic tile choice in the forward growth direction, but may be non-deterministic in
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the backward growth direction. This difficulty is compounded by our choice
(made for the convenience of being able to write the block transformation
concisely) to treat output sides uniformly for both weak and strong outputs.
Consequently, every output side has a strong bond, and non-deterministic
backward growth could be severe. Thankfully, by padding all sides of the
block with null bonds, we can prevent the backward growth from continuing
for more than a single tile – the bond tile. However, all those null bonds make
forward growth difficult for diagonal blocks and convergent blocks, because
the two pieces of information required to know the new block’s type are not
co-localized. The solution in this case is to project that information into the
center of the tile by a non-committal growth process (bond tiles); the actual
decision is then made in the center where the information can be combined.

4 Self-healing for Polyomino Tile Sets

Tile sets produced by the 5×5 self-healing transformation have a lot of strong
bonds, even when the original tile set had relatively few. This elicits some
concern from those familiar with physical self-assembly, because it brings into
question the assumption that growth occurs only from the seed tile, and that
all subsequent steps consist of the accretion of a single isolated tile at a time,
rather than by the aggregation of separately nucleated fragments. In the ab-
sence of the seed tile (for the seed block), one can consider aTAM growth from
each of the other tiles in the tile set. Ideally, such growth cannot proceed far,
thus supporting the accretion hypothesis in spirit if not in detail. However,
we are not so lucky with this 5 × 5 transformation. The worst offenders here
are the strong blocks: starting with first tile in the block’s usual assembly se-
quence as a “mock seed”, aTAM growth puts together the entire 25-tile block,
and possibly more. This is just asking for trouble.

We therefore consider whether it is possible to create self-healing tile sets
in which significant spurious nucleation does not occur, and for which aggre-
gation of seeded assemblies with spuriously nucleated assemblies is too weak
to proceed, except when it results in correct assemblies. Previous work on
controlling spurious nucleation in a mass-action kTAM model made use of
the principle that growth from a non-seed tile must take several unfavorable
steps (which would not be allowed in the aTAM) before unbounded favorable
growth (allowed in the aTAM) becomes possible [17]. Essentially, the solution
presented there corresponds to a block transformation in which strong bonds
are placed sufficiently far apart; in fact, instead of using tiles with strong
bonds, in that work such tiles were permanently stuck together and treated
as a single polyomino tile with each unit side containing a weak bond (or a null
bond). The polyomino formalism provides a suitable “worst-case” framework
for treating aggregation. (Our model is essentially the same as the “multiple
tile” model of [3].)
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Fig. 5. A 7×7 self-healing transformation that yields polyomino-safe tile sets. Top:
the four bond-strength patterns for tile input sides. Bottom: the corresponding block
templates. Note that each side of each block now exposes one strong bond and two
weak bonds.

Given a tile set that uniquely produces a target assembly under aTAM
growth from the seed, we will define a corresponding set of polyominoes.
Begin with the given tile set excluding the seed tile – this is the first step in
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the construction of all possible spuriously nucleated assemblies (here called
polyominoes). Now iterate: if it is possible to place two such assemblies next to
each other such that they can form bonds with a total strength at least 2, then
add the resulting assembly to the set of polyominoes. If this process does not
terminate or if any polyomino is not a subset of the target assembly, declare
failure; the given tile set is not polyomino-safe. Otherwise, we have a finite
set of polyominoes representing assemblies that have spuriously nucleated and
aggregated without the seed tile.

The polyomino aTAM begins with the seed tile and allows the addition of
any polyomino (in the set defined above) placed such that it can form bonds
with a total strength of at least 2. Under the polyomino aTAM, any assembly
that was produced by the aTAM can still be produced, since all individual
tiles are also in the polyomino set (except for the seed tile itself, which is
not used for growth in transformable tile sets). Possibly additional (and thus
incorrect) assemblies can also be formed when polyominoes are used. For our
purposes, uniqueness will follow from the polyomino-safe self-healing property
– if deviations from the correct tile placement are impossible during regrowth,
then it must also have been impossible during growth the first time around.

Definition 3. We say a tile set gives rise to polyomino-safe self-healing
if the following property holds for any produced assembly: If any number of
tiles are removed such that all remaining tiles are still connected to the seed
tile, then subsequent growth according to the polyomino aTAM with the corre-
sponding polyomino set is guaranteed to eventually restore every removed tile
without error.

To prove that a tile set has this property, we need polyomino variants of
the previous lemmas.

Lemma 3. If a polyomino can be added at a particular site in some assembly,
then it can be added at the same site (if it is open) in any larger assembly that
contains all the same tiles (and then some).

Lemma 4. Consider an assembly produced from a tile set according to the
aTAM. Choose a polyomino from the corresponding polyomino set, and choose
a location where it overlaps existing tiles. (It necessarily does not overlap the
seed tile.) As a test, remove all overlapped tiles. The test succeeds if either
the polyomino makes no more than a single weak bond with the remaining
assembly, or if all tiles in the polyomino are identical with the removed tiles.
The tile set gives rise to polyomino-safe self-healing if and only if this test
succeeds for every possible case.

The proofs are straightforward adaptations of the proofs of the previous
lemmas. �

It now becomes straightforward, although tedious, to verify the following.
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Theorem 3. The 7 × 7 block transformation shown in Fig. 5 produces a
polyomino-safe self-healing tile set when applied to any transformable tile set.
Furthermore, the resulting tile set will construct the same pattern as the orig-
inal tile set, but at a seven-fold larger scale; specifically, the majority color of
each block will be identical to the corresponding tile in the original pattern.

The corresponding polyomino set contains only small polyominoes (no
more than four tiles each) that consist of either entirely bond tiles or en-
tirely block tiles. Bond polyominoes can only replace identical bond tiles, since
their bond-type bonds are unique. Block polyominoes may have both tile-type
bonds and bond-type bonds. Most block polyominoes have no more than one
bond-type bond; therefore, to attach, the polyomino must make at least one
tile-type bond, which uniquely positions it within the correct block. The only
exceptions occur at the centers of diagonal and convergent rule blocks and
at the input to strong blocks. At these sites, a block polyomino may bind by
bond-type bonds with strength 2, but in these cases uniqueness is guaranteed
by the original tile set being locally deterministic. �

This tile set operates on the same principles as the 5×5 tile sets, with the
added precaution that in order for a strong block to grow, the central strong
bond tile must be supported by tiles presenting weak bonds on either side.
By distributing responsibility for propagating information through the sides
of the blocks, no single tile on its own is capable of nucleating the growth of
the entire block. Note that even if the original tile set was not polyomino-safe,
the transformed tile set will be.

5 Open Questions

We now know that self-healing is possible in passive self-assembly. How good
can it get?

Generality and Optimality of the Block Transformations. The first question
is whether a wider class than the “transformable” tile sets can be made self-
healing. Tile sets that produce a language of shapes – rather than uniquely
producing a target assembly – are clearly not going to work, because self-
healing can’t be guaranteed at the first non-deterministic site. But might it
be possible to find a transformation that works for any locally deterministic
tile set?

Scale is an important issue for self-assembled objects [21, 14]. In previous
work on fault-tolerant self-assembly (in the kTAM), increased robustness was
achieved at the cost of increased scale [5, 17, 22]. In this work (in the aTAM), a
maximal level of robustness is achieved with a constant scale-up – seven-fold,
for polyomino-safe self-healing. It is intriguing to ask whether the strategies of
[14, 22] can be use to produce that self-healing tile sets that incur no scale-up
costs – although this will come at the cost of an increase in the number of
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Fig. 6. Growth under a barrage of damage events. Size k×k square puncture events
occur (centered at any given tile) at a rate 1000k4-fold less than the forward rate
f for tile addition (i.e., an exactly 10 × 10 hole will be punctured somewhere in a
100× 100 area in about the same time as it takes for 1000 tiles to visit a particular
site and attempt to bind. There being 61 tile types in the assembly on the right, this
corresponds to about once every 17 successful tile additions, i.e., 17 layers of tiles
regrown.) Left: the original Sierpinski tile set. The target Sierpinski pattern has not
yet been entirely erased and can still be discerned. Right: the 3 × 3 transformed tile
set. The scale is reduced by a factor of 3, so that each 3 × 3 block is the same size
as a single original tile on the left. The simulation was allowed to run four times as
long (in terms of events per tile). Except for holes that are in the process of healing,
the entire Sierpinski pattern is perfectly correct.

tile types. The technical challenge, in this case, concerns the bond tiles, which
will not necessarily carry the color of the block they appear in.

Can self-healing be achieved without the use of extra strong bonds and
null bonds, which presumably make a self-assembled molecular object more
fragile? In this case, most tiles will be rule tiles (i.e., they will have four
weak bonds), and therefore a puncture will be able to grow back in from any
direction. The self-healing property requires, in this case, that no two rule tiles
may have any pair of identically labeled sides. This seems very restrictive. How
restrictive?

We chose here to define “self-healing” with respect to the fragment of
a damaged assembly that contains the seed tile – we were not concerned
with what happens when the other fragments regrow. In fact, there are some
situations, such as when just a small region containing the seed is destroyed,
for which it would be very desirable if regrowth could repair the damage.
This seems in principle possible for some definition of “small”, for example by
having unique bonds in a region surrounding the seed. How can this robustness
be quantified, and can a general construction be found that achieves arbitrary
levels of robustness for a small cost?



74 E. Winfree

Robustness to Continual Damage. So far, we have considered repairing an
isolated damage event, and we have shown that it is possible to do so. What if
there is repeated damage, with punctures of various sizes occurring at various
rates? If the damage events are sufficiently far apart in space and time, then
each puncture will be completely healed before any further damage occurs
nearby. The expected time to repair n-tile damage is O(n), since in the worst
case there is a linear chain of dependencies and the n sites must be filled in
that order. Thus, even if damage events have a weak power-law distribution
(i.e., with a long tail), self-healing tile sets should be able to maintain the
correct pattern: we have a guarantee that any tile added to the assembly will
be correct, and the only question is whether tiles are being removed faster or
being replaced faster. Fig. 6 shows simulations that confirm this intuition, in
a variant of the aTAM in which each tile type is tested to be added at each
site with forward rate f (as a continuous-time Markov process) [2].

However, there is a catch. Two catches. The first is that for many natural
models of environmental damage, the distribution of event sizes has very long
tails. This is due to the connectivity constraint: damaging or removing a small
number of tiles from an assembly may result in a disconnected fragment, and
thus necessitate the formal removal of a large number of additional tiles. This
is particularly severe in long thin assemblies and near the corner of L-shaped
assemblies. The second catch is that there is a finite rate at which either the
seed tile itself will be destroyed, or barring that, a small region around the
seed tile will be disconnected from the rest of the assembly. This means that
every so often, the entire structure will have to regrow from the seed – a hard
reboot. Is it possible that algorithmic growth can be designed to repair itself
even when a region containing the seed tile is removed?

Performance in the kTAM. At the beginning of this chapter, we mentioned
earlier work that addressed how to make a tile set more robust to growth
errors, facet nucleation errors, and spurious nucleation errors in physically
reversible models such as the kTAM. Here, we examined robustness to punc-
tures – which seems like an error mode orthogonal to the previously examined
ones – and analyzed how to achieve robustness in the aTAM, so as to focus
on the new aspects of this problem. How well do our solutions work in the
kTAM? Preliminary tests with the 3 × 3 self-healing tile set show that al-
though it is a great improvement over the original 1 × 1 tile set, it does not
perform dramatically better than the simpler 3 × 3 proofreading tile set of
[27]. We can attribute this to two factors: first, the self-healing tile set uses
only two sides of each block to encode information – rather than all three
in the proofreading tile set – and therefore it suffers a higher rate of growth
errors. Secondly, even when proofreading tiles regrow incorrectly, the growth
usually does not proceed far before an inconsistency prevents further growth;
this tends to stall the regrowth and allows the incorrect tiles to fall of, often,
but not always. Can better performance be achieved by explicitly incorporat-
ing principles for all previously examined types of errors into the design of a
block transformation that yields tile sets robust to all error types?
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Experimental Practicality. The study of fault-tolerant tile sets is motivated
in large part by the promise of using algorithmic self-assembly for bottom-up
fabrication of complex molecular devices. Theory, however, naturally leads in
directions appreciated only by theorists. How practical are the self-healing
tile sets presented here? For comparison, there is already on-going experimen-
tal work investigating 2 × 2 proofreading systems as well as 2 × 6 blocks for
controlling spurious nucleation. Therefore, 3 × 3 blocks could in principle be
investigated in the near future – but I think it would be a challenging exper-
iment! For DNA tile self-assembly, having a polyomino-safe tile set may be
important to help prevent spurious nucleation, but 7× 7 blocks (49-fold more
tiles!) don’t engender enthusiasm. Finding smaller self-healing tile sets would
be a considerable advance.

A completely different approach to self-healing would be to use more so-
phisticated molecular components. There have already been proposals for
DNA tiles that reduce self-assembly errors by means of mechanical devices
(implemented by DNA hybridization and branch migration) that determine
when a tile is ready to attach to other tiles or when it can be replaced by
other tiles [23, 6, 10]. Although intimidating to experimentally develop such
a complex tile, these approaches may ultimately have great pay-off as they
can in principle reduce all the types of errors discussed in this chapter, and
the resulting complex tiles are likely to be much smaller than the, e.g., 7 × 7
blocks presented here.

Finally, there are more serious types of physical damage that could occur.
For example, within the damaged area, some tiles might be broken such that
they continue to stick to the crystal, but no further tiles can stick to them. It
seems that removing such tiles would require active processes.

6 Discussion

As Ned tells it, DNA nanotechnology began with a vision of an Escher print
and a scheme for creating DNA crystals using six-armed junctions – which we
now know won’t work. Nonetheless, this vision has led to an incredible richness
of experimentally demonstrated DNA structures, devices, and systems, which
confirms the validity of the original insight. This gives the theorist some hope
that in this field persistently pursuing a compelling idea can lead to something
real – even if the original formulation is tragically flawed. Most importantly,
Ned’s vision has inspired new fields of research that seem to have taken on a
life of their own.

Consider passive molecular self-assembly of the sort discussed in this chap-
ter. It is a small corner of DNA nanotechnology, devoid of complicated DNA
structures, nanomechanical devices, catalysts and fuels, and other sophisti-
cated inventions. Even so, passive self-assembly has revealed itself to be more
interesting than I ever would have imagined! Rather than appearing more
and more like crystals (the lifeless stuff of geology), passive self-assembly now
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seems to be a microcosmos for the fundamental principles of biology – at least,
if seen through a blurry and somewhat rose-colored lens. Specifically, passive
molecular self-assembly seems to encompass several of the main aspects for
how molecularly encoded information can direct the organization of matter
and behavior:

Programming. How can one specify a molecular algorithm? Algorithmic self-
assembly – a natural generalization of crystal growth processes – is Turing-
universal [26]. The choice of a tile set is a program for self-assembly.
This shows that molecularly encoded information can be very simple (just
the complementarity of binding domains) and yet capable of specifying
arbitrarily complex information-processing tasks.

Complexity. What kinds of structures can be self-assembled, and at what
costs? In fact, any shape with a concise algorithmic description can be
constructed by a concise tile set – at some increase in scale [21]. There is
a single tile set that acts as a universal constructor; given a seed assem-
bly containing a program for what shape to grow (encoded as a pattern
of bond types presented on its perimeter), this tile set will follow the
instructions in a way vaguely reminiscent of a biological developmental
program.

Fault-tolerance. Can errors in self-assembly be reduced sufficiently to ap-
proach biological complexity? Biological organisms often grow by many
orders of magnitude from their seed or egg, and often the mature indi-
vidual consists of over 1024 macromolecules. All this despite the stochas-
tic, reversible, and messy biochemistry underlying all the molecular pro-
cesses. Reducing errors in algorithmic self-assembly to this level seems
quite challenging, but theoretical constructions for error-correcting tile
sets [27, 5, 17] appear to do the job – at least, on paper.

Self-healing. Can severe environmental damage be repaired? The purpose of
this paper has been to show that if the damage is simply the removal of
tiles in the damaged region, then it is possible to design algorithmic tile
sets that heal the damage perfectly.

Self-reproduction and evolution. Can algorithmic crystals have a life cycle?
The copying of genetic information from layer to layer in a crystal is a
simple algorithmic task. If, when haphazardly fragmented, both pieces of
the original crystal contain copies of the same information, then one can
say the information has been reproduced. If the information has a selec-
tive advantage, for example serving as the program for some algorithmic
growth process, then Darwinian evolution can be expected to occur [18].

Remarkably, what seems to be the most elementary physical mechanism –
crystallization – is already capable of exhibiting many of the phenomena com-
monly associated with life [4].
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1 Introduction

Self-assembly is a process in which simple objects associate into large (and
complex) structures. The self-assembly of DNA tiles can be used both as a
powerful computational mechanism [8, 13, 21, 24, 27] and as a bottom-up
nanofabrication technique [18]. Periodic 2D DNA lattices have been success-
fully constructed with a variety of DNA tiles, for example, double-crossover
(DX) DNA tiles [26], rhombus tiles [12], triple-crossover (TX) tiles [7], “4×4”
tiles [30], triangle tiles [9], and hexagonal tiles [3]. Aperiodic barcode DNA
lattices have also been experimentally constructed [29]. In addition to forming
extended lattices, DNA tiles can also form tubes [10, 15].

Self-assembly of DNA tiles can be used to carry out computation, by en-
coding data and computational rules in the sticky ends of tiles [23]. Such self-
assembly of DNA tiles is known as algorithmic self-assembly or computational
tilings. Researchers have experimentally demonstrated a one-dimensional al-
gorithmic self-assembly of triple-crossover DNA molecules (TX tiles), which
performs a four-step cumulative XOR computation [11]. A one-dimensional
“string” tiling assembly was also experimentally constructed that computes
an XOR table in parallel [28]. Recently, two-dimensional algorithmically self-
assembled DNA crystals were constructed that demonstrate the pattern of
Sierpinski triangles [16] and the pattern of a binary counter [1]. However, these
two dimensional algorithmic crystals suffer quite high error rates. Reducing
such errors is thus a key challenge in algorithmic DNA tiling self-assembly.

How do we decrease such errors? There are primarily two approaches. The
first one is to decrease the intrinsic error rate ε by optimizing the physical
environment in which a fixed tile set assembles [27], by improving the design
of the tile set using new molecular mechanisms [4, 6], or by using novel ma-
terials. The second approach is to design new tile sets that can reduce the
total number of errors in the final structure even with the same intrinsic error
rate [5, 17, 25]. Three kinds of errors have been studied in the direction of
the second approach, namely, the mismatch error, the facet error, and the



80 J.H. Reif, S. Sahu, P. Yin

nucleation error. Here in this chapter, we are interested in the study of the
mismatch error. The mismatch error was first studied by Winfree [25]. Win-
free designed a novel proof-reading tile set, which decreases mismatch errors
without decreasing the intrinsic error rate ε. However, his technique results
in a final structure that is larger than the original one (four times larger for
decreasing the error to ε2, nine times for ε3).

One natural improvement to Winfree’s construction is to make the de-
sign more compact. Here we report construction schemes that achieve per-
formance comparable to Winfree’s proof-reading tile set without scaling up
the assembled structure. We will describe our work primarily in the context
of self-assembling Sierpinski triangles and binary counters, but note that the
design principle can be applied to a more general setting. The basic idea of
our construction is to overlay redundant computations and hence force consis-
tency in the scheme (in similar spirit as in [25]). The idea of using redundancy
to enhance the reliability of a system constructed from unreliable individual
components goes back to von Neumann [19].

The rest of the chapter is organized as follows. In Section 2, we intro-
duce the algorithmic assembly problem by reviewing Winfree’s abstract Tile
Assembly Model (aTAM) and kinetic Tile Assembly Model (kTAM) [25]. In
Section 3, we describe our scheme that decreases the error rate from ε to 3ε2.
In Section 4, this scheme is further improved to 15ε3 using a three-way overlay
redundancy technique. Two concrete constructions are given in Section 5 and
empirical study with computer simulation of our tile sets is conducted. We
conclude with discussions about future work in Section 6.

2 Algorithmic Assembly Problems

2.1 Algorithmic Assembly in the Abstract Tile Assembly Model

The growth process of a tiling assembly is elegantly captured by the abstract
Tile Assembly Model (aTAM) proposed by Winfree [14], which builds on the
tiling model initially proposed by Wang in 1960 [20]. In this model, each of
the four sides of a tile has a glue (also called a pad) and each glue has a
type and a positive integral strength. Assembly occurs by the accretion of
tiles iteratively to an existing assembly, starting with a special seed tile. A
tile can be “glued” to a position in an existing assembly if the tile can fit in
the position such that each pair of adjacent pads of the tile and the assembly
have the same glue type and the total strength of the these glues is greater
than or equal to the temperature, a system parameter.

As a concrete example, we describe a binary counter constructed by Win-
free [14] in Fig. 1a. Here, the temperature of the system is set to 2. Two
adjacent pads (glues) on neighboring tiles can be glued to each other if they
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Fig. 1. (a) Binary counter tiling assembly. (b) Sierpinski triangle tiling assembly. In
both (a) and (b), the pads and the tile set are shown on the left and the corresponding
assembled structures are shown on the right. The pads of strength 2 have black
borders while the strength 1 pads are borderless. The first row of tiles on the left are
four internal tiles (computational tiles); the second row are three frame tiles, one of
which is a special seed tile (labeled with S).

are of the same type. The assembly starts with the seed tile S at the lower
right corner and proceeds to the left and to the top by the accreation of indi-
vidual tiles. First, the reverse L shaped frame, composed of the frame tiles, is
assembled. Note that the glue strength between two neighboring frame tiles is
2, which is greater than or equal to the temperature, and hence the assembly
of the frame tiles can carry through. Next, the internal tiles are assembled.
Since the glue strength of a pad on an internal tile is 1, the assembly of an
internal tile requires cooperative support from two other already assembled
tiles. More specifically, after the assembly of the frame, the frame tile a and
frame tile 0 immediately neighboring the seed S tile cooperatively form a
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U(i,j) U(i−1,j)

V(i,j)

V(i,j−1)

T0(i − 1, j)

T0(i, j + 1)

T0(i, j)

V(i+1,j)

V(i,j-1)

V(i,j)

V(i,j+1)

V(i-1,j)

T0(i + 1, j)

T0(i, j − 1)

Fig. 2. Tile T0(i, j) takes input U(i − 1, j) and V (i, j − 1); determines V (i, j) =
U(i − 1, j) OP1 V (i, j − 1) and U(i, j) = U(i − 1, j) OP2 V (i, j − 1); displays V (i, j).

binding site for an internal 1 tile that has label 1 on its left side and label 0
on its bottom side. And this 1 tile can attach itself at this site. This in turn
produces further growing sites for 0 internal tiles on top of and to the left
of this just assembled 1 tile. Thus the growth can go on inductively by the
accretion of appropriate individual tiles. It is straightforward to verify that
the accretion of the tiles forms a binary counter with each row representing
a binary number. As another concrete example, the tile set in Fig. 1b forms
a Sierpinski triangle [2]. Though the above two examples appear simple, it
has been proven that algorithmic assembly of tiles holds universal computing
power by simulating a one-dimensional cellular automaton [22].

Note that each internal tile performs two computations: the right pad and
bottom pad of each pad serve as two input bits; the left pad represents an
output bit as the result of binary AND of the two input bits; the upper pad
represents the result of the binary XOR operation of the two input bits Recall
that XOR is exclusive OR, a binary operator that outputs bit 1 if the two input
bits are different and 0 otherwise) .

By modifying the internal computational tiles and letting the left pad
represent an output bit as the result of binary XOR of the two input bits,
we obtain a set of tiles that can self-assemble into a Sierpinski triangle [2]
(Fig. 1b).

The above two assemblies serve as illustrative examples for the general
algorithmic assembly problem considered in this chapter, the assembly of a
Boolean array. A Boolean array assembly is an N × M array, where the ele-
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ments of each row are indexed over {0, . . . , N−1} from right to left and the ele-
ments of each column are indexed over {0, . . . , M−1} from bottom to top. The
bottom row and right-most column both have some given values. Let V (i, j) be
the value of the i-th (from the right) bit on the j-th row (from the bottom) dis-
played at position (i, j) and communicated to the position (i, j+1). Let U(i, j)
be a Boolean value communicated to the position (i+1, j). For i = 1, . . . , N−1
and j = 1, . . . , M − 1, we have V (i, j) = U(i − 1, j) OP1 V (i, j − 1) and
U(i, j) = U(i − 1, j) OP2 V (i, j − 1), where OP1 and OP2 are two Boolean
functions, each with two Boolean arguments and one Boolean output. See
Fig. 2 for an illustration.

The binary counter shown in Fig. 1a is an N × 2N Boolean binary array.
In a binary counter, the bottom row has all 0s and the j-th row (from the
bottom) is the binary representation of counter value j, for j = 0, . . . , 2N − 1.
Note that the i-th bit is i-th from the right – this is in accordance with the
usual left-to-right binary notation of lowest precision bits to highest precision
bits. V (i, j) represents the value of the i-th (from the right) counter bit on
the j-th row (from the bottom), and U(i, j) is the value of the carry bit from
the counter bit at position (i, j). In the binary counter, we have V (0, j) =
V (0, j − 1) XOR 1; V (i, j) = U(i − 1, j) XOR V (i, j − 1) for i = 1, . . . , N − 1;
U(i, j) = U(i − 1, j) AND V (i, j − 1). Hence OP1 is the XOR operation and
OP2 is the AND operation. The Sierpinski triangle shown in Fig. 1b is an
N × N Boolean binary array, where the bottom row and right-most column
all have 1s; its OP1 and OP2 operators are both XOR.

To construct a Boolean array assembly, we make each side of each tile,
denoted T0(i, j), a binary valued pad. The bottom, right, top, and left pads
of tile T0(i, j) represent the values of V (i, j − 1) (as communicated from the
tile below T0(i, j − 1)), U(i− 1, j) (as communicated from the tile on its right
T0(i−1, j)), V (i, j) ( as computed by V (i, j−1) OP1 U(i−1, j)), and U(i, j) (as
computed by V (i, j−1) OP2 U(i−1, j)), respectively. In the practical context
of DNA tiling assemblies, a determined value V (i, j) = 1 can be displayed by
the tile T0(i, j) using, for example, an extruding stem loop of single-strand
DNA. Note that such assembly requires only four tile types in addition to
three frame tiles, but results in rather small scale error-free assemblies (with
the actual size contingent on the probability of single pad mismatch between
adjacent tiles).

2.2 Thermodynamic Error Analysis in the Kinetic Tile Assembly
Model

Experimental construction of Boolean array assemblies has shown that such
algorithmic assemblies are error prone. In particular, the experimental con-
struction of Sierpinski triangles suffers a pad mismatch rate ε of 1− 10% [16].
To analyze the error rate, Winfree further extended the above aTAM model
to a kinetic Tile Assembly Model (kTAM), which includes rates both for tiles
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to associate to (forward rate) and to dissociate from (reverse rate) growing
assemblies [25]. We reproduce Winfree’s kTAM model below for completeness.

Winfree’s kTAM model computes the forward and reverse rates as ther-
modynamic parameters. The forward rate is determined solely by the concen-
tration of tiles, but not the type of the tiles. When the concentration of the
tiles is fixed, the absolute forward rate is given by

rf = kf [monomer tile] = kfe−Gmc ,

where Gmc = − ln[monomer]/M is a unitless free energy that measures the
monomer, i.e., tile, concentration in the system.

In contrast, the reverse reaction rate depends inversely exponentially on
the number of base pair bonds that must be broken for the tile to dissociate
from the assembly. It is given by

rr,b = kr,b = kf e−bGse,

where Gse = ΔG/RT is a unitless free energy corresponding to the dissocia-
tion of a single sticky end, and b is the number of such sticky ends.

It has been shown that when Gmc is a little smaller than 2Gse, the algo-
rithmic self-assembly under temperature 2 proceeds with optimal error rate.
Intuitively, when Gmc ≈ 2Gse, the assembly occurs near melting temperature
of the system. Under such conditions, the self-assembly can achieve equilib-
rium, and the probability of observing a particular assembly A is given by

Pr(A) =
1

Z
e−G(A) with Z =

∑
A′

e−G(A′),

where G(A) = nGmc−iGse is the free energy of the assembly, n is the number
of tiles in the assembly, i is the number of mismatches in the assembly, and
Z is the partition function. As such, an n-assembly with Δi more mismatches
will occur eΔiGse less likely.

Now let Ai be the collection of assemblies with i mismatches in the as-
sembly and let ki be the number of the distinct types of Ai assemblies. In
particular, A0 is the unique correct assembly and k0 = 1. In addition, A1 rep-
resents the assemblies with exactly one mismatch. Since there are altogether
2n bonds in an n assembly, k1 = 2n. Then we have

Pr(A0) =
[A0]∑n
i=0[Ai]

(1)

=
1∑n

i=0 [Ai]/[A0]
(2)

=
1

1 + k1e−Gse + k2e−2Gse + k3e−3Gse + ... + kne−nGse
(3)

≈ 1

1 + 2ne−Gse
(4)

≈ 1 − 2ne−Gse . (5)
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On the other hand, since it takes n error-less steps to assembly A0, we
have

Pr(A0) = ((1 − ε)2)n ≈ 1 − 2nε, (6)

where ε is the pad mismatch rate. Comparing (5) and (6), we have ε = e−Gse .
Under equilibrium conditions, Winfree further showed that the net growth

rate of the assembly is given by

r0 = rf − rr ≈ βe−Gmc ≈ βe−2Gse = βε2,

where β is a constant reflecting the small difference between Gmc and 2Gse.
Now, based on the above formula, a straightforward method to reduce the er-
ror rate ε is to reduce the growth rate r0. However, since r0 depends quadrat-
ically on ε, a small decrease in error rate may entail dramatic decrease in the
growth rate.

3 Error-Resilient Assembly Using Two-Way Overlay
Redundancy

Let ε be the probability of a single pad mismatch between adjacent assembling
DNA tiles, and assume that the likelihood of a pad mismatch error is indepen-
dent for distinct pairs of pads as long as they do not involve the binding of the
same two tiles. As such, a pad mismatch rate of ε = 5% would imply an error-
free assembly with an expected size of only 20 tiles, which is disappointingly
small. Thus, a key challenge in experimentally demonstrating large-scale algo-
rithmic assemblies is to construct error-resilient tiles. Winfree’s construction
is an exciting step towards this goal [25]. However, to reduce the error rate to
ε2 (resp. ε3), his construction replaces each tile with a group of 2×2 = 4 (resp.
3× 3 = 9) tiles and hence increases the size of the tiling assembly by a factor
of 4 (resp. 9). Our construction described below, in contrast, reduces the tiling
error rate without scaling up the size of the final assembly. This would be an
attractive feature in the attempt to obtain assemblies with large computa-
tional capacity. We call our constructions compact error-resilient assemblies
and describe them below in detail.

3.1 Construction

To achieve the goals stated above, we propose the following error resilient tiling
scheme. Our Error-Resilient Assembly I (using two-way overlay redundancy)
uses only eight computational tile types plus four frame tile types. This drops
the probability of assembly error to 3ε2, which is 1.5% for ε = 5%, potentially
allowing for error-free assemblies of expected size in hundreds of tiles.

The construction is depicted in Fig. 3. Tiles in this construction are de-
noted as T1 tiles (for version 1). Each pad of each tile encodes a pair of bits.
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V(i−1,j)

V(i−1,j−1)V(i,j−1)
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V(i,j) V(i−1,j)

T1(i − 1, j)

T1(i, j − 1)

T1(i + 1, j)

T1(i, j + 1)

T1(i, j)
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V(i-1,j)V(i,j)

V(i,j-1)
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Fig. 3. Construction of compact error-resilient assembly version I. Each pad has two
portions. A portion encoding an input (resp. output) value is indicated with a dark
blue (resp. light pink) colored arrow head. The error checking portion is depicted
as a checked rectangle. Tile T1(i, j) takes inputs U(i − 2, j), V (i − 1, j − 1), and
V (i, j − 1); determines V (i − 1, j) = U(i − 2, j) OP1 V (i − 1, j − 1), U(i − 1, j) =
U(i − 2, j) OP2 V (i − 1, j − 1), and V (i, j) = U(i − 1, j) OP1 V (i, j − 1); displays
V (i, j).

The basic idea to achieve error resiliency is to use two-way overlay redun-
dancy: each tile T1(i, j) computes the outputs for its own position (i, j) and
also for its right neighbor’s position (i − 1, j); the redundant computation
results obtained by T1(i, j) and its right neighbor T1(i − 1, j) are compared
via an additional error checking portion on T1(i, j)’s right pad (which is the
same as T1(i − 1, j)’s left pad). Tile T1(i, j)’s right neighbor T1(i − 1, j) is
not likely to bind to T1(i, j) if these pad values are not consistent. Hence if
only one of T1(i, j) and T1(i−1, j) is in error (incorrectly placed), the kinetics
of the assembly may allow the incorrectly placed tile to be ejected from the
assembly.

The four pads of T1(i, j) are constructed as follows (Fig. 3).

• The right and left portions of the bottom pad represent the value of V (i−
1, j−1) and V (i, j−1), respectively, as communicated from the tile T1(i, j−
1).

• The top portion of the right pad represents the value of U(i − 2, j) as
communicated from the tile T1(i − 1, j). The bottom portion of the right
pad represents the value of V (i − 1, j) as determined by the tile T1(i, j).
Note that the value V (i−1, j) is also redundantly determined by T1(i−1, j)
and hence this bottom portion performs a comparison of the two values
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and is referred to as the error checking portion, and labeled with checked
background in Fig. 3.

• The top and bottom portions of the left pad represent the values of U(i−
1, j) and V (i, j), respectively, as determined by the tile T1(i, j). Again, the
bottom portion is the error checking portion.

• The right and left portions of the top pad represent the values of V (i−1, j)
and V (i, j), respectively, as determined by tile T1(i, j).

The above tile design allows the values V (i − 1, j − 1) and V (i, j − 1) to
be communicated to tile T1(i, j) from the tile T1(i, j − 1) just below T1(i, j).
The value U(i−2, j) is communicated to tile T1(i, j) from its immediate right
neighbor T1(i − 1, j). These three values, V (i − 1, j − 1), V (i, j − 1), and
U(i− 2, j), can be viewed as input bits to tile T1(i, j), and the other portions
of the pads as outputs. The values V (i−1, j) and U(i−1, j) are determined by
tile T1(i, j) from V (i−1, j−1) and U(i−2, j): V (i−1, j) = U(i−2, j) OP1 V (i−
1, j − 1) and U(i− 1, j) = U(i − 2, j) OP2 V (i − 1, j − 1). The value V (i, j) is
determined from V (i, j−1) and U(i−1, j): V (i, j) = U(i−1, j) OP1 V (i, j−1).
The determined value V (i, j) = 1 is displayed by the tile T1(i, j).

In this construction, each pad encodes two bits. However, since the values
of the left pad, the top pad, and the bottom portion (V (i− 1, j)) of the right
pad each depend only on the values of the top portion (U(i−2, j)) of the right
pad and the bottom pads, the tile type depends on only three input binary
bits, namely, V (i−1, j−1), V (i, j−1), and U(i−2, j). Hence only 23 = 8 tile
types are required. In addition, four tiles are required to assemble the frame,
as described in Sect. 5.

We emphasize that though a pad has two portions, it should be treated
as a whole unit. A value change in one portion of a pad changes the pad
to a completely new pad. If the pad is implemented as a single strand DNA,
this means that the sequence of the single-strand DNA will be a complete new
sequence. One potential confusion to be avoided is mistakenly considering two
pads encoding, say 00 and 01, as having the 0 portions identical or, in the
context of single-strand DNA, as having half of the DNA sequences identical.
To emphasize the unity of a pad, we put a box around each pad in Fig. 3.

3.2 Error Analysis

Recall that ε is the probability of a single pad mismatch between two adjacent
DNA tiles. We further assume that the likelihood of a pad mismatch error is
independent for distinct pads as long as they do not involve the binding of
the same two tiles and that OP1 is the function XOR.

Our intention is that the individual tiling assembly error rate (and hence
the propagation of these errors to further tile assemblies) is substantially de-
creased, due to cooperative assembly of neighboring tiles, which redundantly
compute the V (−,−) and U(−,−) values at their positions and at their right
neighbors.
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Without loss of generality, we consider only the cases where the pad bind-
ing error occurs on either the bottom pad or the right pad of a tile T1(i, j).
Otherwise, if the pad binding error occurs on the left (resp. top) pad of tile
T1(i, j), then use the same argument for right of tile T1(i+1, j) (resp. bottom
of T1(i, j+1)). We define the neighborhood of tile T1(i, j) to be the set of eight
distinct tiles { T1(i

′, j′) : |i′−i| < 2, |j′−j| < 2 }\{ T1(i, j) } with coordinates
that differ from (i, j) by at most 1. A neighborhood tile T1(i

′, j′) is dependent
on T1(i, j) if both its coordinates are equal to or greater than those of T1(i, j);
otherwise T1(i

′, j′) is independent of T1(i, j). Note that a neighborhood tile
T1(i

′, j′) is dependent on T1(i, j) if and only if the values V (i′, j′) and U(i′, j′)
are determined at least partially from V (i, j) or U(i, j). More specifically, the
neighborhood tiles dependent on T1(i, j) are T1(i + 1, j + 1), T1(i + 1, j), and
T1(i, j +1). The neighborhood tiles independent of T1(i, j) are T1(i+1, j−1),
T1(i, j − 1), T1(i − 1, j + 1), T1(i − 1, j), and T1(i − 1, j − 1).

Lemma 1. Suppose that the neighborhood tiles independent of tile T1(i, j)
have correctly computed V (−,−) and U(−,−). If there is a single pad mis-
match between tile T1(i, j) and another tile just below T1(i, j) or to its immedi-
ate right, then there is at least one further pad mismatch in the neighborhood
of tile T1(i, j). Furthermore, given the location of the initial mismatch, the
location of the further pad mismatch can be determined among at most three
possible pad locations.

Proof. Suppose that a pad binding error occurs on the bottom pad or the
right pad of tile T1(i, j) but no further pad mismatch occurs between two
neighborhood tiles which are independent of T1(i, j). We now consider a case-
by case analysis of possible pad mismatches.

(1) First consider the case where the pad binding error occurs on the
bottom pad of tile T1(i, j). Recall that the right and left portions of the
bottom pad represent the values of V (i−1, j−1) and V (i, j−1) respectively as
communicated from tile T1(i, j−1). Observe that neighborhood tiles T1(i, j−
1), T1(i − 1, j − 1), and T1(i − 1, j) are all independent of T1(i, j) and so all
correctly compute V (−,−) and U(−,−) according to the assumption of the
lemma.

(1.1) Consider the case where the pad binding error is due to the incorrect
value of the right portion V (i − 1, j − 1) of the bottom pad of tile T1(i, j) as
shown in Fig. 4. Note that the left portion V (i, j − 1) of the bottom pad of
tile T1(i, j) may also be incorrect. In case (i), T1(i, j) has an incorrect value
for the U(i − 2, j) portion of its right pad and hence there is a further pad
mismatch on the right pad of T1(i, j). In case (ii), T1(i, j) has a correct value
for the U(i − 2, j) portion of its right pad. Since T1(i, j) uses the formula
V (i − 1, j) = U(i − 2, j) OP1 V (i − 1, j − 1) to compute V (i − 1, j) and OP1

is assumed to be the XOR function, it will determine an incorrect value for
V (i−1, j), which is distinct from the correct value of V (i−1, j) determined by
its (independent) right neighbor tile T1(i − 1, j). This again implies a further
pad mismatch on the right pad of tile T1(i, j).
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V(i,j)

V(i,j+1)

V(i-1,j)

V(i-1,j-1)

T1(i − 1, j − 1)

T1(i − 1, j)

T1(i, j + 1)

Fig. 4. Case 1.1 in the proof of Lemma 1: error in right portion V (i − 1, j − 1) of
the bottom pad of tile T1(i, j) causes a further mismatch on the right pad of tile
T1(i, j).

(1.2) Next consider the case in Fig. 5 where the pad binding error is due to
the wrong value of the left portion V (i, j−1) of the bottom pad of tile T1(i, j).
However, there is a correct match in the right portion V (i − 1, j − 1) of the
bottom pad of tile T1(i, j). In case (i), T1(i, j) has an incorrect value for the
top portion U(i − 2, j) of its right pad, then there will be a mismatch on the
right pad of T1(i, j). In case (ii), T1(i, j) has a correct value for the top portion
U(i − 2, j) of its right pad, then it will further determine a correct value for
U(i−1, j), since U(i−1, j) = U(i−2, j) OP2 V (i−1, j−1) and both U(i−2, j)
and V (i−1, j−1) have correct values. Since V (i, j) = U(i−1, j) OP1 V (i, j−1),
U(i − 1, j) is correct and V (i, j − 1) is incorrect, T1(i, j) will determine an
incorrect value for V (i, j).

Note that the neighborhood tiles T1(i − 1, j − 1), T1(i, j − 1), and T1(i +
1, j−1) are independent of T1(i, j) and so both correctly compute V (−,−) and
U(−,−). However, T1(i, j)’s immediate left neighbor T1(i + 1, j) is dependent
both on the incorrect value communicated by the pad of T1(i, j) and the
correct values communicated by the pad of T1(i + 1, j − 1). So in case (ii)
there must be a further pad mismatch at tile T1(i + 1, j) as argued below.
In case (iia) there is pad mismatch on the right pad of T1(i + 1, j) either
due to a mismatch on the portion of U(i − 1, j) or on the portion of V (i, j).
Otherwise, in case (iib) there is no mismatch on either the U(i − 1, j) or the
V (i, j) portion of the pad between T1(i, j) and T1(i + 1, j). This implies that
V (i, j) is incorrectly computed by T1(i + 1, j) (since T1(i, j) has incorrectly
computed V (i, j)), but T1(i+1, j) has a correct value of U(i− 1, j). However,
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T1(i, j + 1)

T1(i, j)T1(i + 1, j)

T1(i + 1, j − 1) T1(i, j − 1)

Fig. 5. Case 1.2 in the proof of Lemma 1: a further mismatch is caused by an error
in the V (i, j − 1) portion of the bottom pad of tile T1(i, j)

V (i, j) = U(i−1, j) OP1 V (i, j−1) and OP1 is XOR; this implies that the right
portion V (i, j − 1) of the bottom pad of T1(i + 1, j) has an incorrect value,
and hence there is a mismatch between T1(i + 1, j) and T1(i + 1, j − 1).

(2) Next consider the case where the pad binding error occurs on the right
pad of tile T1(i, j), but there is no error on the bottom pad of T1(i, j). We first
note that the value of the top portion U(i − 2, j) of the right pad of T1(i, j)
must have an incorrect value. Assume the opposite case where U(i − 2, j) is
correct. But the V (i − 1, j − 1) portion of T1(i, j)’s bottom pad must also
have a correct value (no mismatch on the bottom pad), and this results in a
further correct value for the V (i − 1, j) portion of T1(i, j)’s right pad. Thus
both U(i − 2, j) and V (i − 1, j) portions of T1(i, j)’s right pad are correct
and there must be no mismatch on the right pad. A contradiction. Therefore,
U(i − 2, j) must have an incorrect value, and hence we only need to consider
this case.

(2.1) Now consider the case where the pad binding error is due to the
incorrect value of the top portion U(i − 2, j) of the right pad of tile T1(i, j)
as shown in Fig. 6. We note that T1(i, j) will compute an incorrect value
for the right portion V (i − 1, j) of its top pad, according to the formula
V (i−1, j) = U(i−2, j) OP1 V (i−1, j−1). Note that T1(i, j +1) is dependent
on T1(i, j). In case (i), tile T1(i, j +1) has a correct value of V (i−1, j). There
must be a pad mismatch on V (i− 1, j) between T1(i, j + 1) and T1(i, j), since
the value of V (i − 1, j) determined by T1(i, j) is incorrect. In case (ii), tile
T1(i, j+1) has an incorrect value of V (i−1, j), and using similar argument as
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Further Mismatch
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Further Mismatch

Mismatch
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T1(i − 1, j + 1)
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T1(i + 1, j)
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Fig. 6. Case 2.1 in the proof of Lemma 1: a further mismatch is caused by an error
in the U(i − 2, j) portion of the right pad of tile T1(i, j).

in case 1.1 we can show that there must be a pad mismatch on the U(i−2, j+1)
portion of T1(i, j + 1)’s right pad.

Hence we conclude that in each case, there is a further pad mismatch be-
tween a pair of adjacent tiles in the neighborhood of tile T1(i, j). Furthermore,
we have shown in each case that given the location of the initial mismatch,
the location of the further pad mismatch can be determined among at most
three possible pad locations.

Using the analytical methodology described in Sect. 2.2, we next calculate
the error rate ε1 in our two-way overlay construction. The key observation
here is that the number of assemblies with one mismatch is k1 = 0. In ad-
dition, since one pad mismatch is linked with one of three possible further
mismatches, we have k2 = 2n ∗ 3 = 6n. This gives us

Pr(A0) =
1

1 + k1e−Gse + k2e−2Gse + k3e−3Gse + ... + kne−nGse
(7)

≈ 1

1 + k2e−2Gse
(8)

=
1

1 + 6ne−2Gse
(9)

≈ 1 − 6ne−2Gse, (10)

where A0 is the unique error-less assembly.
Again, we also have
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Pr(A0) = ((1 − ε1)
2)n ≈ 1 − 2nε1. (11)

Putting together (10) and (11), we have ε1 = 3e−2Gse = 3ε2. Thus we have
shown,

Theorem 1. The error rate ε1 for assemblies constructed from version 1 error
resilient tiles is 3ε2, where ε is the error rate for the corresponding assembly
system with no error correction.

Note that the growth rate is r1 ≈ βe−Gmc ≈ βe−2Gse = β
3 ε1. Hence the

growth rate depends linearly on the error rate. Recall that, in contrast, in
the system with no error correction, the growth rate is r0 ≈ βε2. As such,
compared with the system with no error correction, the decreasing error rate
in our version 1 error-resilient system results in a much lower decrease in the
speed of assembly.

4 Error-Resilient Assembly Using Three-Way Overlay
Redundancy

U(i−1,j)

V(i+1,j)

V(i,j-1)

V(i,j)

V(i,j+1)

V(i-1,j)

T2(i, j + 1)

T2(i + 1, j) T2(i, j) T2(i − 1, j)

T2(i, j − 1)

V(i,j-1) V(i-1,j)

V(i-1,j-1)

V(i-1,j-2)

U(i-1,j-1)

V(i,j-1) V(i-1,j-1)

U(i-2,j)

U(i-2,j-1)

V(i,j-2) V(i-1,j-1)

Fig. 7. Tile T2 takes inputs U(i−2, j), U(i−2, j−1), V (i−1, j−2) and V (i, j−2);
determines V (i − 1, j − 1) = U(i − 2, j − 1) OP1 V (i − 1, j − 2), U(i − 1, j − 1) =
U(i − 2, j − 1) OP2 V (i − 1, j − 2), V (i, j − 1) = U(i − 1, j − 1) OP1 V (i, j − 2),
U(i− 1, j) = U(i− 2, j) OP2 V (i− 1, j − 1), V (i, j) = U(i− 1, j) OP1 V (i, j − 1) and
V (i − 1, j) = U(i − 2, j) OP1 V (i − 1, j − 1); displays V (i, j).
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4.1 Construction

We next extend the design of our scheme to a three-way overlay scheme. The
Error-Resilient Assembly version 2 (using three-way overlay redundancy) uses
16 computational tile types and five frame tile types. One mismatch on a tile
forces two more mismatches in its neighborhood. This property further lowers
the assembly error.

The basic construction is shown in Fig. 7. In this construction, each pad
encodes a tuple of three bits and hence is an eight-valued pad. The basic
idea of this error-resilient assembly is to have each tile T2(i, j) compute error
checking values for positions (i−1, j), (i, j−1), (i+1, j), and (i, j +1), which
are compared with corresponding error checking values computed by T2(i, j)’s
four neighbors. Again, the neighbors are unlikely to bind with T2(i, j) if such
error checking values are inconsistent, and the kinetics of the assembly will
allow these tiles to dissociate from each other, as in version 1 (two-way overlay
redundancy). However, instead of introducing just one additional mismatch in
T2(i, j)’s neighborhood, the three-way overlay redundancy (version 2) forces
two mismatches, and hence we have a further lowered error rate.

4.2 Error Analysis

For error analysis, in addition to the assumptions made in Sect. 3.2, we require
that OP2 can detect incorrect value of input 1 regardless of the correctness of
input 2. This property seems essential to guarantee two further mismatches
in a tile’s neighborhood when there is an initial mismatch on one of the tile’s
four pads. One example instance of OP2 is given in Table 1.

Table 1. An instance of OP2. This binary operation can detect the incorrect value
of input 1, regardless of the correctness of input 2.

Input 1 Input 2 Output

0 0 0
1 0 1
0 1 0
1 1 1

The middle portions of all four pads (top, right, left, bottom) are computed
as described in the caption of Fig. 7 and serve as the part to redundantly
compute and compare the outputs of two neighboring tiles as shown in the
figure.

Without loss of generality, we again consider only the cases where the pad
binding error occurs on either the bottom pad or right pad of a tile T2(i, j).
Otherwise, if the pad binding error occurs on the left pad of tile T2(i, j), then
use the same argument for tile T2(i + 1, j); likewise if the pad binding error
occurs on the top pad of tile T2(i, j), use the same argument for tile T2(i, j+1).
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Lemma 2. Suppose that the neighborhood tiles independent of tile T2(i, j)
have correctly computed V (−,−) and U(−,−). If there is a single pad mis-
match between tile T2(i, j) and another tile just below or to its immediate
right, then there are at least two further pad mismatches between pairs of ad-
jacent tiles in the immediate neighborhood of tile T2(i, j). Furthermore, given
the location of the initial mismatch, the location of the second mismatch can
be determined among at most three locations in the neighborhood of T2(i, j);
given the location of the initial and the second mismatches, the location of the
third mismatch can be determined among at most five locations.

Proof. Suppose a pad binding error occurs on a bottom pad or right pad of tile
T2(i, j) but no further pad mismatch occurs between two neighborhood tiles
which are independent of T2(i, j). We now consider a case-by-case analysis of
possible pad mismatches.

U(i−1,j)

V(i+1,j)

V(i,j-1)

V(i,j)

V(i,j+1)

V(i-1,j)

T2(i + 1, j) T2(i, j) T2(i − 1, j)

T2(i, j − 1)

V(i,j-1) V(i-1,j)

V(i-1,j-1)

V(i-1,j-2) Mismatch

V(i-1,j-1)

U(i-1,j-1)

V(i,j-1) V(i-1,j-1)

U(i-2,j)

U(i-2,j-1)

V(i,j-2)

2nd mismatch

Case 1.1.a

T2(i, j + 1)

3rd mismatch

Fig. 8. Case 1.1.a in the proof of Lemma 2.

(1) First consider the case where the pad binding error occurs on the
V (i − 1, j − 2) portion of the bottom pad of tile T2(i, j).

(1.1) Consider the case where the pad binding error is due to the incorrect
value of the right portion V (i−1, j−2) of the bottom pad of tile T2(i, j) (there
may also be the incorrect value of the other portions of the bottom pad of
tile T2(i, j)). Further consider case (1.1a) (Fig. 8) when there is no mismatch
on the bottom portion U(i − 2, j − 1) of the right pad. Immediately, we have
a mismatch on the portion V (i − 1, j − 1) of the right pad of T2(i, j), since
V (i−1, j−1) = U(i−2, j−1) OP1 V (i−1, j−2) and OP1 is XOR. Furthermore,
tile T2(i, j) will determine an incorrect value for the V (i− 1, j − 1) portion of
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Fig. 9. Case 1.1.b in the proof of Lemma 2

its top pad, resulting in a mismatch either on the bottom or on the right pad
of T2(i, j + 1). Next consider case (1.1b) (Fig. 9) when there is a mismatch
on the U(i − 2, j − 1) portion of the right pad of T2(i, j). This will result in
an incorrect value of the U(i − 1, j − 1) portion of T2(i, j)’s left pad (since
OP2 can detect the incorrect value of U(i − 2, j − 1)), leading to a further
mismatch either on the right pad or on the bottom pad of T2(i + 1, j).

(1.2) (Fig. 10) Consider the case where the pad binding error is due to the
incorrect value of the middle portion V (i− 1, j − 1) of the bottom pad of tile
T2(i, j), but there is a correct match in the right portion V (i− 1, j − 2) of tile
T2(i, j) (there may also be the incorrect value of the left portion V (i, j − 2)
of the bottom pad of tile T2(i, j)). Since the value of V (i− 1, j − 2) is correct
and V (i − 1, j − 1) is determined by U(i − 2, j − 1) OP1 V (i − 1, j − 2) and
OP1 is XOR, we immediately have that there must be a mismatch on the
U(i − 2, j − 1) portion of T2(i, j)’s right pad, due to the incorrect value of
the U(i − 2, j − 1) portion of this pad. However, since V (i − 1, j − 1) =
U(i − 2, j − 1) OP1 V (i − 1, j − 2), the value of V (i − 1, j − 1) (right portion
of its top pad) computed by T2(i, j) must be incorrect, resulting in a further
mismatch either on the bottom or on the right pad of T2(i, j + 1).

(1.3) Consider the case where the pad binding error is due to the incorrect
value of the left portion V (i, j−2) of the bottom pad of tile T2(i, j), but there
are both correct matches in the right portion V (i−1, j−2) and middle portion
V (i− 1, j − 1) of the bottom pad of tile T2(i, j). Further consider case (1.3a)
(Fig. 11) when there is no mismatch on the U(i − 2, j − 1) portion of the
right pad. Then T2(i, j) must compute a correct value for U(i − 1, j − 1) =
U(i− 2, j − 1) OP2 V (i− 1, j − 2). T2(i, j) further computes both an incorrect
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Fig. 10. Case 1.2 in the proof of Lemma 2.
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Fig. 11. Case 1.3.a in the proof of Lemma 2.
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value of the V (i, j − 1) portion of its top pad (since V (i, j − 1) = U(i −
1, j − 1) OP1 V (i, j − 2)) and an incorrect value for the V (i, j − 1) portion of
its left pad. The first incorrect value will result in a mismatch either on the
bottom or on the right pad of T2(i, j + 1). The second incorrect value will
result in a mismatch either on the right or on the bottom pad of T2(i + 1, j).
Next consider case (1.3b) when there is a mismatch on the U(i − 2, j − 1)
portion of the right pad of T2(i, j). But this case cannot occur since both the
V (i−1, j−1) and V (i−1, j−2) portions of T2(i, j)’s bottom pad are correct,
and V (i − 1, j − 1) = U(i − 2, j − 1) OP1 V (i − 1, j − 2), where OP1 = XOR.

U(i−1,j)

V(i+1,j)

V(i,j-1)

V(i,j) V(i-1,j)

T2(i, j + 1)

T2(i + 1, j) T2(i, j) T2(i − 1, j)

T2(i, j − 1)

V(i,j-1) V(i-1,j)

V(i-1,j-1)

V(i-1,j-2)

V(i-1,j-1)

U(i-1,j-1)

V(i,j-1) V(i-1,j-1)

U(i-2,j)

U(i-2,j-1)

Case 2.1 V(i,j+1)

Mismatch

3rd mismatch

V(i,j-2)

2nd mismatch

Fig. 12. Case 2.1 in the proof of Lemma 2.

(2) Now consider the case where the pad binding error occurs on the right
pad of T2(i, j), but there is no binding error on the bottom pad of T2(i, j).

We note that since both the V (i− 1, j − 2) and V (i− 1, j − 1) portions of
the bottom pad are correct, the U(i − 2, j − 1) and V (i − 1, j − 1) portions
of the right pad must also be correct, so we only need to consider the case
(2.1) (Fig. 12) where the binding error is due to an incorrect value of the
top portion U(i − 2, j) of the right pad of T2(i, j), but there is no mismatch
on other portions of the right pad of T2(i, j). First note an incorrect value of
U(i−2, j) will result in an incorrect value of the right portion V (i−1, j−1) of
the top pad of T2(i, j). And this will lead to a further mismatch either between
T2(i, j) and T2(i, j + 1) or between T2(i, j + 1) and T2(i− 1, j + 1). Next note
that T2(i, j) must compute an incorrect value for the U(i − 1, j) portion of
its left pad, resulting in yet another mismatch either between T2(i, j) and
T2(i + 1, j) or between T2(i + 1, j) and T2(i + 1, j + 1).
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We have thus proven that a mismatch in the right or bottom pad of T2(i, j)
results in at least two further mismatches. And given the location of the first
mismatch, the location of the second mismatch can be determined among at
most three locations (between T2(i, j) and T2(i−1, j), or between T2(i, j) and
T2(i, j+1), or between T2(i, j+1) and T2(i−1, j+1) ). Furthermore, given the
locations of the first two mismatches, the location of the third mismatch can
be determined among at most five locations (between T2(i, j) and T2(i+1, j),
between T2(i+1, j) and T2(i+1, j−1), between T2(i, j) and T2(i, j+1), between
T2(i, j + 1) and T2(i − 1, j + 1), or between T2(i + 1, j) and T2(i + 1, j + 1)).

We again calculate the error rate ε2 for our version 2 construction us-
ing thermodynamic analysis. The key observation here is that the number
of assemblies with exactly one mismatch or exactly two mismatches is 0. In
addition, since one pad mismatch is linked with a second mismatch at one
of three possible locations, and each of these three second mismatches is in
turn linked with a third mismatch at one of five possible locations, we have
k3 = 2n ∗ 3 ∗ 5 = 30n. As such, we have

Pr(A0) =
1

1 + k1e−Gse + k2e−2Gse + k3e−3Gse + ... + kne−nGse
(12)

≈ 1

1 + k3e−3Gse
(13)

=
1

1 + 30ne−3Gse
(14)

≈ 1 − 30ne−3Gse, (15)

where A0 is the unique error-less assembly.
Again, we also have

Pr(A0) = ((1 − ε2)
2)n ≈ 1 − 2nε2. (16)

Putting together (15) and (16), we have ε2 = 15e−3Gse = 15ε3. Thus we
have shown,

Theorem 2. The error rate ε2 for assemblies constructed from version 2
error-resilient tiles is 15ε3, where ε is the error rate for the corresponding
assembly system with no error correction.

Note that the growth rate is r2 ≈ βe−2Gse ≈ (1/15)2/3β(ε2)
2/3.

Note that each pad encodes a tuple of three bits, and the values of the left
pad, the top pad, the middle portion of the right pad, and the middle portion
of the bottom pad each depend only on the values of the top portion and the
bottom portion of the right pad and the right and left portion of the bottom
pad. As such, the tile type depends on only four binary bits, and hence only
24 = 16 tile types are required in addition to the initial frames at the bottom
and to the right (requiring five additional tiles).
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5 Computer Simulation

We first give below the construction of a Sierpinski triangle using our error
resilient assembly version 1, and then perform an empirical study of the error
rates using computer simulation of an assembly of the Sierpinski triangle and
compare the results with those of Winfree [25].

We show below the construction of a binary counter and a Sierpinski tri-
angle. For each of them we use a total of 12 tiles, including 8 counter tiles and
4 frame tiles as shown in Fig. 13 and Fig. 14.

We would like to emphasize again that although we gave the construction
of the tiles in previous sections with each pad having two or three distinct
portions, a mismatch on any portion of a pad results in a total mismatch of
the whole pad instead of a partial mismatch of only that portion. Hence, in
Fig. 13 and Fig. 14, we use a distinct label for each pad, emphasizing the
wholeness of the pad.
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Fig. 13. The construction of a binary counter using error-resilient assemblies version
1. The pads and the tile set are shown on the left and the assembled binary counter
is shown on the right. The pads of strength 2 have black borders while the strength
1 pads are borderless. The seed tile is labeled with S. Tiles a, b and c are the other
frame tiles.

For the simulation study, we used the Xgrow simulator of Winfree [25] and
simulated the assembly of Sierpinski triangles for the following cases:

• assembly without any error correction,
• assembly using Winfree’s 2 × 2 proof-reading tile set,
• assembly using Winfree’s 3 × 3 proof-reading tile set,
• assembly using our error-resilient scheme version 1, T1 (construction in

Fig. 14),
• assembly using our error-resilient scheme version 2, T2 (construction not

shown).
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Fig. 14. The construction of a Sierpinski triangle using error-resilient assemblies
version 1. The pads and the tile set are shown on the left and the assembled Sierpinski
triangle is shown on the right. The pads of strength 2 have black borders while the
strength 1 pads are borderless. The seed tile is labeled with S. Tiles a, b, and c are
the other frame tiles.

We performed simulations of the assembly process of a target aggregate
of 512 × 512 tiles. A variable N is defined as the largest number of tiles
assembled without any permanent error in the assembly in 50% of all test
cases. The variations in the value of N are measured as we increase the value
of the probability of a single mismatch in pads (ε) by changing the values of
Gmc and Gse, where Gmc and Gse are the free energies [25]. As suggested
in [25], the experiments were performed near equilibrim, where Gmc ≈ 2Gse,
to achieve optimal error rate ε ≈ 2e−Gse.

Fig. 15 shows the variation in N with loge ε. From the figure it can be
seen that the performance of our version 1 (T1) construction is comparable to
Winfree’s 2 × 2 proof-reading tile set construction, while our version 2 (T2)
performs comparably to Winfree’s 3 × 3 proof-reading tile set construction.

6 Discussion

We report a theoretical design that can reduce mismatch errors in algorithmic
DNA tiling without increasing the size of the assembled structure. We have
proved the correctness of our result using theoretical analysis and computer
simulation. Next, we will further test the effectiveness of our construction us-
ing wet lab experimental demonstrations. The self-assembled Sierpinski crys-
tals [16] and binary counters [1] provide an amiable platform for experimen-
tally evaluating the effectiveness of our proposed methods. Another candidate
system is the “4×4” tile system [29], and we have obtained some preliminary
results in assembling binary counter crystals using this system.

There are also some open theoretical problems in our proposed system.
First, in the proof of this chapter, we require OP1 to be XOR, for concreteness.
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Fig. 15. A graph showing the variation of N versus increasing value of error (prob-
ability of single mismatch) ε.

However, note that our constructions apply to more general Boolean arrays
in which OP1 is an input sensitive operator, i.e., the output changes with
the change of exactly one input. Second, we note that OP1 and OP2 are
both the function XOR for the Sierpinski triangle but this is not true for the
assembly for a binary counter of N bits, since OP2 is the logical AND in that
example. It is an open question whether our above error-resilient constructions
can be further simplified in the case of special computations, such as the
Sierpinski triangle, where the OP1 and OP2 are the same function such as
XOR. Finally, another open question is to extend the construction into a more
general construction such that the error probability can be decreased to εk for
any given k, or alternatively, to prove an upper bound for k.
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1 Introduction

Nanoscale guided construction of complex structures is one of the key chal-
lenges involving science and technology in the 21st century. This challenge is
at the core of the emerging discipline of nanoscience. One of the first synthe-
sized DNA molecule with a structure that deviated from the standard double
helix was the stable four-junction molecule (now known as J1) that was de-
signed in the late 1980s in Seeman’s laboratory [17]. This molecule is now
one of the basic building blocks used for the design and assembly of various
different constructions in the rapidly growing field of DNA nanotechnology.
It has been used as a basis for a more complex building blocks of double-
and triple-cross-over molecules [9, 22], as well as for junction molecules with
more than four branches [20]. These armed branched molecules have been
employed in the construction of two-dimensional arrays [10], and have been
suggested for growing a DNA fractal-like molecule [1], for assembling arbitrary
three-dimensional graphs [15], and even for obtaining DNA Borromean rings
[12].

The powerful molecular recognition of Watson−Crick complementarity
employed in DNA base pairing is also used in various models of biomolecular
computing and information processing to guide the assembly of complex DNA
structures. The DNA strands have a natural orientation that is maintained
by concatenation through phosphodiester bonds, while the Watson−Crick hy-
drogen bonds cause two strands with opposite orientation to anneal following
the base complementarity of adenine ↔ thymine (a ↔ t) and cytosine ↔
guanine (c ↔ g). Two- and three-dimensional DNA assemblies have been sug-
gested and demonstrated for information processing and for computing (see,
for example, [2, 23]). Experimental demonstrations of some of these ideas
have been obtained through the construction of a Sierpinski triangle [14] and
by the linear assembly of TX molecules encoding an XOR computation [11].
The use of branched junction molecules for computation through assembling
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three-dimensional structures was suggested in [7] by a demonstration of how
NP-complete problems can be solved by one-step assembly.

This process, in which substructures, driven by their selective affinity, are
spontaneously self-ordered into superstructures, is now widely referred to as
self-assembly. Although there have been some notable successes with the self-
assembly process, there is still a lack of consistent methods for constructing
complex structures out of a pool of individual molecular components and, in
general, understanding the process of self-assembly remains challenging [18].
There have been initial theoretical investigations dealing with the complexity
of the self-assembled structures and computational power (see, for example, [6,
13, 19, 21]); however, understanding how the molecular architecture works is a
wide-open question. This necessitates much more theoretical and experimental
investigation.

In this chapter, we present a theoretical model for the generation of DNA
self-assembled forms, considered as a family of graph structures that com-
ply with certain “forbidding” constraints and follow some chemically pre-
determined “enforcing” conditions. This model is a variant of the model of
forbidding–enforcing systems, introduced in [5] as a model of chemical pro-
cesses. We elevate this original model to the construction of three-dimensional
structures; in particular, we concentrate here on structures obtained by DNA
self-assembly. On the other hand, if we consider it as a systematic way of
describing classes of graphs, our model can be considered as a starting point
for developing new ways to investigate graphs in classical graph theory.

2 Forbidding–Enforcing Systems

The model of forbidding–enforcing ( f-e for short) systems is a nonstandard
device to generate formal languages, which is an alternative to the grammar
systems of classical formal language theory. It was inspired by chemical pro-
cesses and has been used to simulate certain DNA-based computations [5],
and afterwards it was introduced in the context of membrane computing [3].

The basic idea is to simulate a molecular reaction where “everything that is
not forbidden is allowed”. This assumes a completely different perspective with
from the basic axiom underlying computation by grammars and automata,
where “everything that is not allowed is forbidden”. In fact, while in a typical
formal-language-theory model, a set of rewriting productions establishes how
to generate (or recognize) words of a language, in an f-e system, a family
of languages is generated by some enforcing conditions, which dictate certain
evolving rules for the system, and some forbidding conditions, given as a group
of patterns which cannot occur together at the same time. The enforcing rules
ensure that if a certain group of strings is present in the system, then some
other strings will eventually be present as well.

More formally, given an alphabet Σ, we have the following definitions, as
introduced in [5].
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Definition 1. A forbidding set F is a family of finite nonempty subsets of
Σ+, and an enforcing set E is a family of ordered pairs (X, Y ), where X and
Y are finite subsets of Σ+ and Y 	= ∅.

We call any element of F a forbidder, and any element of E an enforcer.

Definition 2. A forbidding–enforcing system ( f-e system) is a triple Γ =
(Σ, F, E), where F is a forbidding set and E is an enforcing set (over Σ).

As usual, given a language L, we denote by sub(L) the set of all subwords
of w for some w ∈ L.

Definition 3. A language L over Σ� is generated by an f-e system Γ if F 	⊆
sub(L) for every F ∈ F, and X ⊆ L ⇒ Y ∩ L 	= ∅ for every (X, Y ) ∈ E. The
family of all languages generated by Γ is indicated by L(Γ ) and is called an
f-e family.

In order to generate a language, the evolution of an f-e system proceeds
according to the “molecular reactions” specified by E (for every forbidder
(X, Y ), the presence of all the strings contained in X produces at least one of
the strings contained in Y ), but it is constrained by F, that is, the evolution
cannot lead to any group of patterns specified by a forbidder from F. Note
that the forbidding set F contains patterns, for example x and y, that may
not be in the system or that may not be simultaneously in the system; this
depends on whether {x}, {y} ∈ F or {x, y} ∈ F, respectively.

Definition 4. An f-e system Γ = (Σ, F, E) is finitary if, for any finite lan-
guage Z, there is at most a finite number of elements (Z, Y ) in E.

In other words, a system is finitary if in one instance, the presence of a
finite set of strings in the system enforces the presence of only a finite number
of additional strings. Any family of languages that can be specified by an
enforcing set can be also specified by a finitary enforcing set [5], and thus
there exists a sort of “finitary normal form” of f-e systems.

We conclude the introduction of the basic notions of f-e systems with a
simple example. Let Σ = {a, b}, F = {{aa, bb}}, and E = {(∅, bb)}. Then the
subsets of Σ�\Σ�aaΣ� containing {bb} make up the f-e family of the given sys-
tem. To see this one can observe that the forbidder is satisfied by subsets from
Σ�\Σ�aaΣ� or Σ�\Σ�bbΣ�, since at least one of aa or bb cannot appear as a
subword in the language. But, as the ∅ is a subset of any language, the enforcer
ensures that bb is in every language of the family. Now Σ�\Σ�bbΣ� excludes
bb, so all languages that satisfy the f-e system are subsets of Σ�\Σ�aaΣ� and
contain {bb}.

In what follows, we concentrate on the annealing of DNA strands guided by
Watson–Crick complementarity. This will be performed by imposing forbidding-
enforcing constraints guided by the physical and chemical constraints of the
molecule. Starting from a system containing some given DNA filaments that
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can be partially annealed, we model the formation of further bonds guided
by Watson–Crick complementarity, without destroying or changing any of the
bonds that are already present. Each DNA strand is represented as a directed
path or a directed cycle (in the case of circular molecules) and the Watson–
Crick connections are represented as undirected edges. This idea allows a
potentially larger number of “possible” products from the same DNA strands
initially present in the pot. Therefore, instead of increasing the number of
strings, we model the increase of the annealing bonds among the initial DNA
substructures. In this way, we extend the basic idea of f-e systems to graphs
and suggest another way to look at DNA self-assembly.

3 A Model for DNA Self-assembly

Regardless of the biochemical and topological properties of the structures
seen in various aspects of DNA nanostructures, such forms can be seen as
complex structures made of single strands connected to each other by two
kinds of “bonds”: phosphodiester bonds, i.e., concatenation, and Watson–
Crick complementarity.

We describe three-dimensional (3D) DNA forms by means of graphs G =

(V, P, E, λ), where V is a set of vertices labeled by elements of {a, c, g, t}k
; k

is a fixed positive integer; P is a set of directed paths, possibly cycles, on the
vertices of V ; and E is a partial matching set of undirected edges such that two
vertices in V are incident with the same edge only if they have Watson–Crick
complementary labels.3 The labeling function is λ : V → {a, c, g, t}k.

The labels of the paths (i.e., the concatenation of the labels of the vertices)
represent the given DNA filaments, while the edges of E represent the Watson–
Crick bonds generated to form the structure. A simple DNA form described
by such a graph is depicted in Fig. 1.

A similar idea was used in [21] for describing a DNA complex, on which self-
assembly rules were defined. In that case, a DNA complex was considered as a
connected directed graph with vertices labeled by symbols from {a, t, c, g} and
edges from {backbone, basepair}, with at most one incoming and one outgoing
edge of each type at each node. Here we consider strings that have a fixed
length k as labels of the vertices, by abstracting from the experimental fact

3 Given an involution ϕ on the alphabet Z = {a, t, g, c} (a mapping from Z to Z

such that ϕ2 is equal to the identity mapping), and the usual reverse operation
on strings (rev(a1 . . . an−1an) = anan−1 . . . a1, where a1, . . . , an ∈ Z), we call the
composition of the reverse operation with ϕ, extended to a morphic involution
on Z� corev. The order is not relevant, because ϕ ◦ rev = rev ◦ ϕ.

In the case of DNA complementarity, the involution c is the correspondence
a → t, c → g, t → a, g → c, and corev is the Watson–Crick complementarity on
DNA strings, which pairs strings such that the “reverse” of a given string is the
image of the other one under ϕ.

As is customary, corev(α) will be denoted by in this chapter α, where α ∈ Z�.
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Fig. 1. Example of a self-assembled structure. Here, δ̄1 = β4, δ̄2 = φ1, β̄3 = φ2,
η̄1 = φ3, γ̄2 = β2, and η̄2 = γ1.

that there exists a lower bound on those lengths that will provide Watson–
Crick pairing. This bound depends on the temperature, salt concentration,
and other parameters of the experiment. It is quite intuitive that, starting
from the same filaments the number of possible self-assembled DNA forms
increases as the value of k, which in our case represents the (minimum) length
of the attached portions, decreases. Here we focus on the graph structures
corresponding to self-assembled forms, by fixing the value of k (for example
k = 5, which is approximately the length of a half-helical turn) and considering
the complementarity between two strings of length k.

Another possibility that can appear experimentally but is ignored in this
exposition is the overlapping of strings. Consider the ten symbol string w =
actactacta. For k = 5, we can write w = uv, where u = actac and v = tacta.
However there are two occurrences of u as a substring of w, i.e., w = act ·
u · ta. In practice, a string complementary to u can anneal to both of these
occurrences. Our model assumes that none of the strings representing DNA
strands have such a labeling.

On the other hand, we suppose that the correspondence from vertices to
(labeling) strings may not necessarily be injective; in fac,t more than one oc-
currence of a string may be located along the filaments forming the structure.
Therefore we consider a labeling function λ : V → {a, c, g, t}k that assigns
a string from {a, t, c, g}k to each vertex from V . Further, in order to keep
the model more realistic, all our graphs are finite graphs, where V and P are
(given) finite sets.

The description of a self-assembly structure by means of such a graph
simplifies the representation and emphasizes the interrelations between the
substructures; for example, a loop (a cycle with only one nondirected edge)
corresponds to a hairpin formation [16], and a connected component of the
graph corresponds to one DNA structure.

Consider the triple-cross-over molecule TX [9] designed in Seeman’s lab-
oratory (see Fig. 2, top). This complex structure is made of six strands, al-
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(d)

(a) (b)

(c)

Fig. 2. Triple-cross-over molecule (TX) considered as a self-assembly graph.

though there are examples of similar TX molecules with fewer strands. It can
be presented as a graph in the following way. The length of the molecule is
about 4.5 helical turns which corresponds to roughly 48 bases. To represent
this, we consider 36 vertices, each labeled with a string of length 8. In Fig. 2a,
the TX molecule is simplified by ignoring the helical turns, and the Watson–
Crick pairing corresponding to eight consecutive nucleotides is identified by
a group of five short bars. In Figs 2b–d, the process of obtaining a graph
structure corresponding to the TX molecule is presented. The directed edges
follow the 5′–3′ direction of the strand, and the undirected edges indicate the
sequence of eight base pairs.

theoretically, if size is ignored, any shape can be self-assembled from a few
types of initial pieces by spontaneous local bonding. In fact, the Kolmogorov
complexity of a shape provides upper and lower bounds on the number of tile
types necessary to self-assemble a given shape (at some scale) [19]. Neverthe-
less, to find strands that generate given structures remains a difficult design
problem.

One can consider the converse question of what kind of forms are obtained
by adding some given DNA substructures (or filaments) in a pot. In other
terms, assume a labeled-graph structure (V, P, λ, E), where V is the set of
vertices, P is the set of paths, λ is the labeling function, and E, a partial
matching on the vertices, is given. What are the edges that can be added
in the (possibly empty) matching set E such that there exists a DNA struc-
ture corresponding to the graph obtained. It is clear that there exist graphs
(V, P, λ, E) that do not represent DNA structures; for example, they may
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take some physical constraints into account. Fig. 3 shows two examples of
such structures.

Fig. 3. Examples of graphs that do not correspond to a DNA structure.

Thus, given a collection of directed paths and cycles with vertices labeled
by strings, we shall consider a set of valid graphs, where “forbidden” struc-
tures are not present. In particular, in order to obtain a graph which repre-
sents a self-assembled DNA structure, the matching set must respect certain
constraints defined by means of a set of forbidden subgraphs which, follow
physical and chemical restrictions of the DNA molecule. Such restrictions on
the interrelations between DNA strings can be formulated only locally [8].
Moreover, a set of enforcing structures is considered in order to describe the
parallelism intrinsic to the nature of self-assembly. This includes the consid-
eration that further pairing of partially annealed molecules is preferred over
strands that are far apart.

Molecular self-assembly is an inherently parallel process which begins any-
where it is energetically favored. Here we assume that all thermodynamic con-
ditions necessary for self-assembly are present, such that assembly is obtained
wherever it is structurally possible. Another assumption, coming from the
chemical structure of DNA, is its nonflexibility. For example, for a given k the
model forbids formation of double-stranded DNA circular molecules with a
length less than nk nucleotides. We can assume that nk ≥ 100, for example,
in which case n would depend on our choice of k.

First, we consider the theoretical model for forbidding–enforcing systems
for graphs.

4 Forbidding–Enforcing Systems for Graphs

Consider graphs of the type G = (V, P, E), where V is a finite set of vertices;
P is a set of oriented paths, possibly cycles, on vertices of V ; and E is a
partial matching, that is, a set of undirected edges such that any vertex of
V is incident with at most one other vertex. We denote this family of graphs
with G. If p ∈ P we indicate by A(p) the set of arcs included in the path p,
and call the set ∪p∈PA(p) A(P).

Definition 5. Given a positive integer m, a m-local g-forbidder is a graph
(V, P, E) in G with |A(p)| < m for every p ∈ P. A g-enforcer is an ordered
pair (X, Y ), where X = (V, P, E) ∈ G and Y = (V ′, P′, E′) ∈ G are such that
V = V ′, P = P′, and E � E′.
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The constant m is included to ensure that all forbidders act locally, i.e.,
one needs to concentrate only on paths with not more than m vertices. This
constant, in general, may depend on the experimental conditions. In what
follows, we assume that m is fixed, and all m-local g-forbidders are referred
to simply as g-forbidders.

The set F of g-forbidders is called the forbidding set, and the set E of
g-enforcers is called the enforcing set of a family of graphs.

As in the original definition, a forbidding set may be infinite, and the only
requirement is that each forbidder is finite [5]. A g-forbidder is finite if it has
a finite number of arcs and edges. Moreover, regardless of the presence of
the other forbidders, a g-forbidder cannot appear as a subgraph of a graph
satisfying that forbidder.

Definition 6. A g-f-e system is a structure Γ = (V, P, E, F, E), where V is a
finite set of vertices, P is a set of directed paths, possibly cycles, on vertices
of V ; E is a partial matching on V ; F is a set of g-forbidders; and E is a set
of g-enforcers.

Given a graph G = (V, P, E) ∈ G, we denote by sub(G) the set of all
subgraphs (V0, P0, E0) of G, where V0 ⊆ V , every p0 ∈ P0 is a path on
vertices from V0 such that p0 ⊆ p for some p ∈ P, and E0 ⊆ E is a matching
set on V0. We write G′ ≤ G for G′ ∈ sub(G). Similarly, G′ < G if G′ ≤ G but
G′ 	= G.

Definition 7. A graph G = (V, P, E�) is generated by the g-f-e system Γ =
(V, P, E, F, E) if, E ⊂ E�, F 	∈ sub(G�) for every F ∈ F, and for every
(X, Y ) ∈ E, if X ∈ sub(G) then there is a Y ′ ∈ sub(G) such that X < Y ′ ≤ Y .

The family of all graphs generated by a graph forbidding–enforcing system
Γ is indicated by G(Γ ). The elements of G(Γ ) are called assembled graphs.

Similarly to the original definition of forbidding–enforcing systems, the
evolution of a g-f-e system proceeds according to the molecular reactions spec-
ified through E by increasing the elements of the matching set E, but does
not allow subgraphs that are forbidden by F.

5 Forbidding–Enforcing for DNA Nanostructures

Now we concentrate on models based on of g-f-e systems that simulate the self-
assembly process of DNA. In this case the vertices of the graphs are labeled by
strings from the alphabet {a, g, c, t}k. Hence all graphs belong to the class of
graphs (V, P, E, λ) where V , P, and E are the same as in the previous section,
and λ : V → {a, g, c, t}k is the labeling of the vertices. All definitions related
to g-forbidders, g-enforcers and g-f-e systems are transferred to this class of
graphs in a straightforward way. We note that the labeling of the vertices of
every subgraph of a graph is preserved.
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Consider a g-f-e system G(Γ ) where Γ = (V, P, E, λ, F, E) and where the
DNA strings associated with the paths P are given by the (finite number of)
initial DNA filaments in the pot, and the set E is given by the Watson–Crick
bonds present in the initial DNA substructures. We specify a set of forbidders
and enforcers that ensures construction of DNA structures.

The forbidding set F forbids constructions that are “impossible” because
of the physical and chemical properties of DNA. We list three g-forbidders
that are most straightforward observations and should be included in every
g-f-e system that simulates DNA self-assembly:

1. Proper annealing (a pair of vertices is matched only if they have comple-
mentary labels):

F0 = (V = {v1, v2}, P = ∅, E = {e = {v1, v2}} , λ(v1) = α, λ(v2) 	= α)

2. Hairpin constraint (a strand with a string αᾱ without any distance be-
tween α and ᾱ cannot form a hairpin):

F1 = (V = {v1, v2}, P = {p = (v1, v2)}, E = {e = {v1, v2}} ,
λ(v1) = α, λ(v2) = α)

To simplify the notation, we describe the forbidders just by listing the
labels of the vertices in the paths and the set E. This assumes that all
vertices appearing in the listed paths are distinct. Hence, the above for-
bidder is written F1 = ({αᾱ}, {{α, ᾱ}}).

3. Noncrossing, i.e., orientation-preserving constraint:

F2 = ({α1α2, ᾱ1ᾱ2}, {{α1, ᾱ1}, {α2, ᾱ2}}).
The forbidder F1 says that a positive length (between the attached por-

tions) is necessary to allow a strand to turn back and attach to itself [16].
The forbidder F2 avoids physically impossible situations such as those shown
in Fig. 3. Note that both structures shown in Fig. 3 are forbidden by F2.

Owing to the experimental conditions, the purpose of the design, and
the length of the labeling strings the complete set of g-forbidders for the self-
assembly system may include additional structures, for example the one shown
in Fig. 4.

Fig. 4. A forbidden subgraph corresponding to some context constraint.
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The basic set E contains the g-enforcers listed below. From experimental
evidence [26], it is clear that DNA strands prefer pairing with complete com-
plements. Also, all of the DNA nanostructures are obtained by using “stick-
end” cohesion. Hence, we have the following enforcers.

1. Annealing: E0 = (X, Y ) where

X = (V = {v1, v2}, ∅, ∅, λ(v1) = λ(v2))

and
Y = (V = {v1, v2}, ∅, {{v1, v2}}, λ(v1) = λ(v2)).

This enforcer can be seen as a brute-force enforcer that ensures annealing
of complementary edges. If left without any changes (for example, requir-
ing that the vertices v1 and v2 belong to paths with certain lengths), E0

will ensure that all structures in the g-f-e system have all possible com-
plementary vertices connected.

2. One-side context rules, complete complements (see Fig. 5):
E1 = (X, Y ), where (in the simplified notation)

X = ({αβ, β̄ᾱ}, {{α, ᾱ}}), Y = ({αβ, β̄ᾱ}, {{α, ᾱ}, {β, β̄}}),

and E′
1 = (X, Y ) is essentially the same as E1 except, that the initial

hybridization has occurred at the other side of the molecule:

X = ({αβ, β̄ᾱ}, {{β, β̄}}), Y = ({αβ, β̄ᾱ}, {{α, ᾱ}, {β, β̄}}).

α α

α

α α

α

β β

β

β

β

Fig. 5. One-side context enforcing rule allowed by E1 and E′

1.

The enforcers E1 and E′
1 ensure that full complements of the strands are

preferred. This is in accordance with the experimental findings [26], and
this fact is a basis for several DNA-based molecular devices [24, 26].
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3. Sticky-end cohesion (see Fig. 6a): E2 = (X, Y ) where (in the simplified
notation)

X = ({αβ, γ̄β̄}, {{α, ᾱ}, {γ, γ̄}}), Y = ({αβ, γ̄β̄}, {{α, ᾱ}, {γ, γ̄}, {β, β̄}}).

4. Joining (see Fig. 6b): E3 = (X, Y ) where (in the simplified notation)

X = ({αβγδ, δ̄γ̄, β̄ᾱ}, ∅)

Y = ({αβγδ, δ̄γ̄, β̄ᾱ}, {{α, ᾱ}, {β, β̄}, {γ, γ̄}, {δ, δ̄})
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α γ
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γ

Fig. 6. The enforcing rules for sticky-end cohesion (a) and for “gluing” two
molecules with a complement to both (b).
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The enforcers that ensure sticky-end cohesion are depicted in Fig. 6. The
left portion of the figure shows the partial annealing of the molecules, and the
right portion depicts the graphs corresponding to the two cases. Note that
the enforcer E3 adds one, two, three, or four new undirected edges. If only
one edge is added, there is no guarantee that full annealing will happen, but,
because of the enforcers E1 and E′

1, there will be at least one more edge added.
As in the case of forbidders, additional enforcers may be added, in ac-

cordance with the experimental conditions and the initial designs of the
molecules. However, we believe that the above set of enforcers should be
included in every model based on a g-f-e system that describes DNA self-
assembly.

We conjecture that the family G(Γ ) defined by the g-f-e system described
above exhibits all graph structures corresponding to the DNA complexes that
can be obtained from the initial substructures (given by (V, P, E, λ)) by means
of self-assembly. Clearly it contains any DNA construction generated from
the initial substructures, but it remains an open problem to show that the
g-forbidders and the g-enforcers proposed above guarantee that this family
contains only those graphs corresponding to possible DNA structures.

6 Conclusion

This chapter suggests new directions in both graph theory and DNA self-
assembly. The general problem faced here is the following: given a set P of
paths and cycles, a set F of forbidden structures, and a set E of enforced struc-
tures, what are the graphs included in the set G(Γ ) for Γ = (V, P, E, λ, F, E)?
The model presented focuses in particular on DNA self-assembly and the
set of structures obtained through this process. However, the idea of graph
forbidding–enforcing systems can certainly be extended to other self-assembly
processes in nature, as well as to the pure theoretical methods used to study
the mathematical properties of graphs. In the case of DNA self-assembly, the
evolution process is described in a very natural way as an increase in the
cardinality of the matching set between vertices with complementary labels.
For other types of applications, the concept of g-f-e systems may need to
be adjusted in a different way that will be more suitable for simulating the
evolution in those particular processes.

Taking into account the fact that the labels of the vertices are strings
over a finite alphabet, one can consider theoretical questions in the context
of formal language theory. It may be interesting to investigate the classes
of graphs generated by a g-f-e system where the labels of V belong to a
given language taken from one of the Chomsky classes. On the other hand,
considering finite languages and investigating how the structure of generated
graphs depends on the g-f-e system could be useful in the study of cellular
processes, where, for example, the function of signal transduction nets is fairly
well understood.
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1 Introduction

When designing sets of DNA strands for biomolecular computations, it is
often desirable to have a “structure free” combinatorial set of strands, that
is, a set of long strands which do not form any secondary structure, obtained
by concatenating short strands in the designed set.

The ability to computationally predict the combination in a combinatorial
set of strands with lowest minumum free energy (MFE) secondary structure
is also useful in the design of strands for directed mutagenesis and SELEX ex-
periments [3] – biochemical analyses of a library of nucleic acid sequences – to
determine whether simple mutations of the sequences have desired properties.
The input sequence sets can be represented as strings of characters (DNA or
RNA nucleotides) and “wild cards”, which can code for several different char-
acters using IUPAC (International Union of Pure and Applied Chemistry)
format or another format. In the case of SELEX, it is useful to be able to
predict not only the combination whose minimum energy structure has lowest
energy, but also other combinations with minimum energy structures of low
value; this is the problem we address in this chapter.

In earlier work, we described an algorithm, CombFold, that calculates
which concatenated long strand in a combinatorial set forms the minimum free
energy secondary structure with the lowest energy [2]. In this work, we extend
that algorithm to output k secondary structures with the lowest minimum free
energies, where k is specified by the user.

We use the following definitions and notation throughout.

• Let word denote an RNA or DNA sequence w = v1v2 . . . vl, where
vi ∈ {A, C, G, U} for RNA and vi ∈ {A, C, G, T} for DNA. The orien-
tation of the strand is from 5′ to 3′, unless otherwise stated. For example,
ACGCUAGGCA is an RNA word of length 10.

• Let set denote a set of g words of the same length l. Formally we use
the notation S = {w1, w2, . . . , wg | length(wi) = length(wj), ∀i, j ∈
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{1, . . . , g}, i 	= j}. The following set (displayed as a column of words)
is formed of four words of length 5:

AUACG

UAGCG

GCCGA

CUGCG

The word order in a set does not matter, but for convenience later, we
assume that the words in S are indexed and can be ranked by their index.

• Let Input-Set denote a sequence of s sets, IS = S1, S2, . . . , Ss. For exam-
ple, the following is an Input-Set of five sets:

UAGCGA CAGCGUAAUAU AUGCG AUAGCGGUA AUCG

AUAGAU AGAUGCGCGGU GAGCGCAAG CUGC

UAGGCUAGCGU GCGA

Note that the number of words in each set can differ, as can the length of
the words across sets.
An Input-Set can also be written in terms of words rather than sets: IS =
{wij , 1 ≤ i ≤ s, 1 ≤ j ≤ gi, ∀i, 1 ≤ i ≤ s}, where gi is the number of words
in the set i.

w11 w21 . . . ws1

w12 w22 . . . ws2

...
...

...
...

w1g1

... wsgs

w2g2

Thus, an Input-Set IS is characterized by s sets, where each set Si has gi

words, of length li. In what follows, when IS is fixed, we consider all its
characteristics: s, wij , gi, li, ∀i, j, 1 ≤ i ≤ s, 1 ≤ j ≤ gi, to be known.

• Let Combination denote an RNA/DNA sequence, formed by concatenating
one word wij of each set Si from IS, starting at S1 and finishing at Ss.
For example C = w11w21 . . . ws1 is a combination formed by concatenating
the first word of each set together. Generally, a combination is of the form
C = w1b1w2b2 . . . wsbs

, where 1 ≤ bi ≤ gi. Here, bi denotes the word rank
within the set Si. A combination has the length n =

∑s
i=1 li. If we think

of a combination as a sequence of nucleotides rather than a concatenation
of words, we can denote it as C = c1c2 . . . cn, with ci ∈ {A, C, G, U} for
RNA.

• Given an Input-Set IS, the set of all possible combinations forms the
Combinatorial-Set : CS = {w1b1w2b2 . . . wsbs

| 1 ≤ bi ≤ gi}. Note that
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all combinations have the same length: n =
∑s

i=1 li and that CS has
g1 × g2 × · · · × gs elements. If gi > 1, ∀i, then the number of elements in
CS is exponential in s.

The optimal MFE combination problem is: given an RNA Input-Set IS and
a thermodynamic model M , predict which combination, out of all elements
of the Combinatorial-Set CS formed from IS, folds to a pseudoknot-free sec-
ondary structure with the lowest minimum free energy.

An extension of the optimal MFE combination problem is to find the k best
MFE combinations, rather than the optimal one only. The k-suboptimal MFE
combinations problem is: given an RNA Input-Set IS and a thermodynamic
model M , predict which k different combinations, out of all elements of the
Combinatorial-Set CS formed from IS, fold to pseudoknot-free secondary
structures with the lowest minimum free energies.

In this chapter, we build on earlier work [2] to develop an algorithm for
the k-suboptimal MFE combination problem. In Section 2, we first review
our dynamic programming algorithm which runs in polynomial time, for solv-
ing the optimal MFE combination problem. Then, in Section 3, we present
our algorithm for the k-suboptimal MFE combinations problem. We provide
a theoretical and empirical analysis of the optimal and k-suboptimal MFE
combinations problems in Section 4 and show that both run in polynomial
time.

2 Review of Algorithm for the Optimal MFE
Combination Problem

Our CombFold algorithm [2] is based on the classical algorithm of Zuker and
Stiegler [4] for finding the minimum free energy secondary structure of a single
RNA strand.

One method to solve the optimal MFE combination problem is to create
all possible combinations and then to run the Zuker–Stiegler algorithm on
each of them. However, depending on the characteristics of the Input-Set, the
number of combinations may be very big. If gi = g > 1, ∀i, then there are gs

combinations. Since the Zuker–Stiegler algorithm runs in Θ(n3) time, where n
is the length of the combinations, this approach has running time complexity
that is Θ(gsn3). More generally, the number of combinations is exponential
in the number of sets which have at least two words. We have implemented
this exhaustive search approach under the name of ExhaustS, which will be
discussed in Section 4.

To avoid this exponential running time, we extended the Zuker–Stiegler
algorithm. In the description that follows, we use indices i and j for the
nucleotide positions (i.e. columns in Table 1) in a combination C. We use s(i)
and s(j) to denote the sets in which ci and cj are positioned, respectively. We
say that ci and cj belong to, or are in, the sets s(i) and s(j), respectively.
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Table 1. Example of a combinatorial set of short RNA sequences.

123... ....i...... ..... ......j.. ...n

bj 1 UAGCGA CAGCGUAAUAU AUGCG AUAGCGGUA AUCG

bi 2 AUAGAU AGAUGCGCGGU GAGCGCAAG CUGC

3 UAGGCUAGCGU GCGA

We use bi and bj to denote the indices (i.e. the rows in Table 1) of the words
containing ci and cj within the sets s(i) and s(j). Given a set S, g(S) returns
the number of words in S. Hence, bi can take g(s(i)) values. When the Input-
Set IS and bi are given, we let the base ci at position i of a combination that
is in column i and row bi be given by the function ci = Nucleotide(IS, bi, i).
Table 1 shows an example of the nucleotides ci and cj .

Notation for Substructure Free Energy Values

We use the following notation to denote free energy values of various sub-
structures; in our implementation, the values are stored in four-dimensional
arrays.

• W ′(j) is the lowest minimum free energy of a structure formed from the
first j nucleotides c1c2 . . . cj of a combination. Consequently, W ′(n) con-
tains the lowest minimum free energy of any structure formed by any
combination in the Combinatorial-Set corresponding to the Input-Set IS.

• W c(bj , j) is the lowest minimum free energy of a structure formed from
the first j nucleotides of a combination in which bj is the word index of
the set s(j).

• V c(bi, bj, i, j) is the lowest minimum free energy of a structure formed from
a combination fragment ci . . . cj starting at i and ending at j, and with
fixed word indices bi and bj, assuming that (ci.cj) is a base pair.

• Hc(bi, bj, i, j) is the lowest free energy of a combination fragment ci . . . cj

in which bi and bj are fixed, assuming that (ci.cj) closes a hairpin loop.
• Sc(bi, bj, i, j) is the lowest free energy of a combination fragment ci . . . cj

in which bi and bj are fixed, assuming that (ci.cj) closes a stacked loop.
• V BIc(bi, bj, i, j) is the lowest minimum free energy of the combination

ci . . . cj in which bi and bj are fixed, assuming that (ci.cj) closes an internal
loop.

• V M c(bi, bj , i, j) is the lowest minimum free energy of a combination frag-
ment ci . . . cj in which bi and bj are fixed, assuming that (ci.cj) closes a
multi-branched loop.

• WM c(bi, bj , i, j) is the lowest minimum free energy value of a combination
fragment ci . . . cj that forms part of a multi-branched loop, and is used to
calculate V M c values.
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Recurrence Relations

The array free energy values are calculated using several recurrence relations.
In describing these here, we omit for clarity the calculations involving dangling
ends and terminal AU penalties [1]. First, W ′(j) is the minimum of the values
W c(bj , j), over all possible bj :

W ′(j) = minbj
W c(bj , j).

Here,

W c(bj , j) = min

⎧⎨
⎩

minbj−1∈X({bj ,j},{j−1}) W c(bj−1, j − 1)
min1≤i<j;bi−1,bi∈X({bj ,j},{i−1,i})

(V c(bi, bj, i, j) + W c(bi−1, i − 1))

where X is a function which returns the feasible range of words for all of the
needed (unknown) indexes. For the first line, the word corresponding to j − 1
depends on the sets to which j and j − 1 belong, and on bj :

X({bj, j}, {j − 1}) =

{ {bj} , if s(j − 1) = s(j)
{1, . . . , g(s(j − 1))}, if s(j − 1) 	= s(j)

For the second line of the recurrence for W c(bj , j), there are two word indices,
bi−1 and bi, that we have to find the ranges for:

X({bj, j}, {i − 1, i}) =⎧⎪⎪⎨
⎪⎪⎩

bj, bj , if s(i − 1) = s(i) = s(j)
{1, . . . , g(s(i − 1))}, bj , if s(i − 1) 	= s(i) = s(j)
{1, . . . , g(s(i − 1))}, bi−1 , if s(i − 1) = s(i) 	= s(j)
{1, . . . , g(s(i − 1))}, {1, . . . , g(s(i))}, if s(i − 1) 	= s(i) 	= s(j)

In the first two lines of the equation for W c above, the feasible values for
bj−1 (first line), and bi−1, bi (second line), depend on one other index: j, and
its corresponding bj. However, in a more general case, there are p indexes
with known b’s, and q indexes with unknown b’s, for which we want to find
the feasible ranges. The number of if lines needed to specify the function X
in the general case will be 2p+q−1. Since we are using the nearest neighbour
thermodynamic model, the highest values for p and q are p = 4 and q = 4 in
the case of internal loops, and p = 2 and q = 6 in the case of multi-branched
loops, yielding 27 = 128 if lines. Instead of enumerating all of these lines in
our code, we developed an algorithm to compute the ranges for unknown b’s,
for arbitrary values of p and q. This procedure is described next.

The function X calculates the ranges for the unknown b’s, for any number
of known and unknown indexes. Procedure 1 gives the pseudocode for the
X procedure. The input is comprised of two groups: the first group contains
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Compute X Procedure

input: group of p indexes with known b’s {bi1 . . . bip , i1 . . . ip},
group of q indexes with unknown b’s {j1 . . . jq};

output: q groups Bj1 . . . Bjq corresponding to {j1 . . . jq};

procedure Compute X

order the indexes i’s and j’s;
identify the sets S1 . . . Sm to which i’s and j’s belong;
for (S = S1 to Sm)

if (there exists ik in set S)
foreach (ju in set S)

Bju = {bik
};

end foreach;
else

jv ← the smallest j in S;
Bjv = {1, . . . , g(S)};
foreach (ju in set S, with ju 	= jv)

Bju = {bjv};
end foreach;

end if;
end for;
return Bj1 , . . . , Bjq ;

end procedure X.

Procedure 1: Pseudocode for the X procedure. Details are described in the text.

the known b’s and the known indexes: {bi1 . . . bip
, i1 . . . ip}. The input has

the property that if s(ij) = s(ij+1) then bij
= bij+1 . The known b’s help

to determine the ranges of the unknown b’s. The second group contains the
indexes of the unknown b’s, {j1 . . . jq}. First, we need to order all the values
i1 . . . ip, j1 . . . jq. This is necessary for the second step, which identifies the sets
corresponding to each index. The two extreme situations are: (1) all indexes
are in the same set, and thus there will be only one possible configuration
for the unknown b’s; (2) all indexes are in different sets, hence there will be
g(s(j1)) × · · · × g(s(jq)) possible values for the unknown b’s.

Once we have identified the sets, for each set S, first we check whether
there exists the index of a known b in this set. If so, then all the j’s in S will
have the corresponding, unknown, b’s equal to the known b. No other option
is available for these unknown b’s, since the value for the known b is fixed. If
no known b exists in S, then all the unknown b’s in S will be in the range
{1, . . . , g(S)}, with the constraint that they will have the same values, being
in the same set. In other words, we can give a value to the b of the smallest
index in S, and all the other b’s in S will have the same value. The function
X will return a group of values for the needed unknown b’s.
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An example of a particular situation, with the groups {bi, bj, i, j} and
{i + 1, i + 2, j − 2, j − 1} as input, is presented in Table 2, where s(i) 	=
s(i + 1) = s(i + 2) 	= s(j − 2) 	= s(j − 1) = s(j). In this case, bi+1 will take
values in the range {1, . . . , g(s(i+1))}, bi+2 will take the value that bi+1 takes,
bj−2 will be in the range {1, . . . , g(s(j − 2))}, and bj−1 equals bj . Hence, for
this particular situation, there will be g(s(i + 1)) × g(s(j − 2)) terms over
which to minimize.

Table 2. Example of choices for b values for a particular situation. The known b’s
are in bold. The vertical lines signify that the index to the left is in a different set
from the index to the right.

i i + 1 i + 2 j − 2 j − 1 j

bi 1 bi+1 1 bj bj

...
...

g(s(i + 1)) g(s(j − 2))

Using function X to decide which are the possible values for each word,
the remaining recurrence relations for CombFold are a logical extension of
the corresponding recurrence relations for the Zuker–Stiegler algorithm. The
recurrences use free energy values for hairpins, stacked pairs, and interior loops
which we denote by ΔG-Hc(IS, bi, bj, i, j), ΔG-Sc(IS, bi, bj, bi+1, bj−1, i, j),
and ΔG-Ic(IS, bi, bj , bi′ , bj′ , i, j, i

′, j′), respectively.
The relations for V c and Hc are straightforward:

V c(bi, bj , i, j) =

⎧⎨
⎩

+∞ for i ≥ j
min(Hc(bi, bj , i, j), S

c(bi, bj , i, j),
V BIc(bi, bj, i, j), V M c(bi, bj, i, j)) for i < j

Hc(bi, bj , i, j) = ΔG-Hc(IS, bi, bj , i, j).

We omit the details of the calculation of hairpin free energies; the inter-
ested reader can find these in the M.Sc. thesis of Andronescu [1]. For the
calculation of stacked loops, finding bi+1 and bj−1 is imposed again by the
nearest neighbour model itself.

Sc(bi, bj , i, j) = min
bi+1,bj−1∈X({bi,bj ,i,j},{i+1,j−1})

(ΔG-Sc(IS, bi, bj , bi+1, bj−1, i, j) + V c(bi+1, bj−1, i + 1, j − 1)).

The internal loop free energy calculation is a minimization over i′ and j′,
i.e. the closing pair of the internal loop. Once i′ and j′ fixed, we calculate the
free energy value for each possible bi′ and bj′ :
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V BIc(bi, bj , i, j) = min
i<i′<j′<j

( min
bi′ ,bj′∈X({bi,bj ,i,j},{i′,j′})

(ΔG-Ic(IS, bi, bj , bi′ , bj′ , i, j, i
′, j′) + V c(bi′ , bj′ , i

′, j′))).

The free energy for multi-loops adds the minimization over the necessary
b’s as well. The equations for WM c and V M c follow, where Ma, Mb, and Mc

are penalties for multi-loops, branches, and unpaired bases that determine the
standard multi-loop energy function. For i < j,

WM c(bi, bj , i, j) = min⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

V c(bi, bj , i, j) + Mb,
minbi+1∈X({bi,bj ,i,j},{i+1})(WM c(bi+1, bj, i + 1, j) + Mc),
minbj−1∈X({bi,bj ,i,j},{j−1})(WM c(bi, bj−1, i, j − 1) + Mc),
mini≤h<j;bh,bh+1∈X({bi,bj,i,j},{h,h+1})(WM c(bi, bh, i, h)+

WM c(bh+1, bj, h + 1, j))

V M c(bi, bj, i, j) = Ma + min
i<h<j−1;bi+1,bh,bh+1,bj−1∈X({bi,bj,i,j},{i+1,h,h+1,j−1})

(WM c(bi+1, bh, i + 1, h) + WM c(bh+1, bj−1, h + 1, j − 1)).

In the implementation of our software CombFold v1.0, we did not imple-
ment the equation for V M c as described above. This equation contains the
sum of two WM c terms in order to make sure that the multi-loop obtained has
at least three branches (including the closing one), at the cost of increased
complexity, i.e. n3 instead of n2 for computing V M c (see also Section 4).
In our implementation, V M c = Ma + WM c(bi+1, bj−1, i + 1, j − 1) where
bi+1, bj−1 ∈ X({bi, bj, i, j}, {i+1, j−1}), while we used a mechanism to make
sure that the predicted multi-loops have at least three branches. We believe
that this does not involve significantly different predictions, and we plan to
implement the more accurate formula above in the next version of CombFold.

3 An Algorithm for the k-Suboptimal MFE
Combinations Problem

The algorithm for the optimal MFE combination problem, just described in
the previous section, returns only the combination which has the smallest
MFE. We next describe how the algorithm can be extended to return the k
combinations that have the lowest MFE.

Suppose that the Input-Set IS contains s sets Si, each having gi words. We
will add the superscript “(1)” to the notation of our sets to denote that first
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we are looking for the optimal combinations. The superscripts for the next

combinations will be “(2)” and so on. Thus, IS(1) = {S(1)
1 , S

(1)
2 , . . . , S

(1)
s } will

be associated with the Combinatorial-Set CS(1).
First, we find the optimal MFE combination using the method described

in the previous section. Let the combination C(1) = w
(1)
1C1

w
(1)
2C2

. . . w
(1)
sCs

denote
the optimal MFE combination, where Ci denotes the index of the word in

the set S
(1)
i , which belongs to the optimal combination. The Input-Set IS(1)

contains all the possible combinations of the original set IS. To find the next
best combinations, first we partition the set IS(1) into s sets which do not
contain C(1):

IS(2)1 = { S
(1)
1 − {w

(1)
1C1

}, S
(1)
2 , . . . , S

(1)
s }

IS(2)2 = { {w
(1)
1C1

}, S
(1)
2 − {w

(1)
2C2

}, . . . , S
(1)
s }

...

IS(2)s = { {w
(1)
1C1

}, {w
(1)
2C2

}, . . . , S
(1)
s − {w

(1)
sCs

} }.

For convenience later, we denote the newly created sets with S
(2)j
i , where

1 ≤ i, j ≤ s, i denotes the set index within the Input-Set, as in the previous
notations, and j denotes the index of the newly created Input-Set :

IS(2)1 = {S
(2)1
1 , S

(2)1
2 , . . . , S

(2)1
s }

IS(2)2 = {S
(2)2
1 , S

(2)2
2 , . . . , S

(2)2
s }

...

IS(2)s = {S
(2)s
1 , S

(2)s
2 , . . . , S

(2)s
s }.

The Input-Sets IS(2)1, IS(2)2, . . . , IS(2)s have the following properties:

• C(1) /∈ CS(2)m, ∀m, 1 ≤ m ≤ s;
• CS(2)m ∩ CS(2)m′

= ∅, ∀m, m′, 1 ≤ m, m′ ≤ s, m 	= m′;
• {C(1)} ∪ CS(2)1 ∪ · · · ∪ CS(2)s = CS(1);

where CS(i)j denotes the Combinatorial-Set associated with the Input-Set
IS(i)j . In other words, (1) the combination C(1) is not included in any of
the new Input-Sets created by the partitioning process, (2) the new input
sets do not have any combinations in common, and (3) the whole space of
combinations in CS(1) is covered by the new input sets plus the optimal
combination found. This leads to finding the optimal combinations for each of
IS(2)1, IS(2)2, . . . , IS(2)s, followed by choosing the one with the smallest MFE.
Thus, the free energy of the second best combination, i.e. the combination with
the second lowest MFE, will be ΔG(2) = min(ΔG(2)1, ΔG(2)2, . . .ΔG(2)s),
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Fig. 1. The algorithm for finding the k suboptimal MFE combinations of a combi-
natorial set.

where ΔG(2)i is the MFE of the optimal combination of IS(2)i. Let i be such

that ΔG(2) = ΔG(2)i and let C(2) = w
(2)i
1C1

w
(2)i
2C2

. . . w
(2)i
sCs

denote the second

best combination. The next step is to partition IS(2)i, in the same way we
partitioned IS(1). We will obtain the Input-Sets IS(3)1, IS(3)2, . . . IS(3)s. Now,
note that the following are true:

• C(1) and C(2) /∈ CS(2)m and CS(3)m′

, ∀m, m′, 1 ≤ m, m′ ≤ s, m 	= i;
• CS(a)m ∩CS(b)m′

= ∅, for a, b ∈ {2, 3} and m, m′ ∈ {1, . . . , s}, with either
a 	= b or m 	= m′ (or both);

• {C(1), C(2)} ∪CS(2)1 ∪ . . .∪CS(2)i−1 ∪CS(2)i+1 ∪ . . .∪CS(2)s ∪CS(3)1 ∪
. . . ∪ CS(3)s = CS(1).

Thus, ΔG(3), the MFE of the third combination, will be

min(ΔG(2)1, . . . , ΔG(2)i−1, ΔG(2)i+1, . . . , ΔG(2)s, ΔG(3)1, . . . , ΔG(3)s).

Figure 1 shows the steps just described. Recursively continuing in the
same way, we can find the best k combinations. However, note that the tree
of partitioned Input-Sets will grow proportionally with k; more exactly, it will
have a number of leaves that is at most ks, which implies an increase in run
time and space.
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It is important to note that when creating the new Input-Sets IS(i)j ,
1 ≤ j ≤ s, the sets with a lower index j will typically have a bigger solution
space (i.e. number of possible combinations) than the ones with a higher index.
Thus, if after we found the second combination, ΔG(2) equals ΔG(2)s, the third
combination will be found much more quickly than if ΔG(2) equals ΔG(2)1.
Also, it is possible that the Input-Set which has the next best combinations
will be partitioned in less than s partitions (or even no partitions at all),
since the other partitions are empty. In this case, only the optimal MFE
combinations of the non-empty partitions will be considered. Examples of the
running time on some problem instances are discussed in Section 4.

4 Time and Space Complexity

Extending the O(n3) algorithm for secondary structure prediction of single
nucleic acid molecules, the optimal MFE combination algorithm traverses the
Input-Set in the same way, but for each position i and j, several possibilities
might exist. We consider that the number of words gi in each set Si is limited
by a constant bound gmax, and we measure the complexity in terms of the
combinations length: n = l1 + l2 + · · · + ls. Also, we consider that the ranges
returned by the X function is bounded by a constant and will be omitted
from the theoretical analysis. In practice, the number of words in each set, the
number of sets, the length of the words in each set, as well as the nucleotides
composing the set, all have an impact on the run time. First we give an
analysis of the theoretical complexity, and later in this section we will analyse
the CombFold implementation on several specific Input-Sets.

Theoretical Analysis

The theoretical time complexity of calculating each array described in Sec-
tion 2 in the worst case follows:

• W ′: O(gmaxn), because for each j calculated in W c, we minimize over all
possible words of j, and there are at most gmax such words,

• W c: O(g5
maxn2), because for each j, 1 ≤ j ≤ n, there are at most gmax

possibilities, and we minimize over i. When dangling ends are included,
i and j’s neighbours may have unknown b’s, leading to four options for
unknown b’s (details omitted). However, bi−1, bi and bi+1 can only be
in different words if the length of the word l(s(i)) is 1. But if l(s(i)) = 1,
g(s(i)) is at most 4 (because there are four different nucleotides), no matter
what the value of gmax is,

• V c: O(g2
maxn

2), because for each i and j, we minimize over a constant
number of terms, and for each i and j there are at most gmax possibilities,

• Sc: O(g4
maxn

2), because for each i, j and their corresponding bi and bj, we
minimize over potential different values for bi+1 and bj−1,
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• Hc: O(g4
maxn

2), because for each i, j and their corresponding bi and bj ,
the term which has the greatest complexity has minimization over four
terms, but two of them happen only if the word length is 1, so they are
reduced to constant times,

• V BIc: O(g8
maxn

4), but we assume the internal loops do not have more than
a constant number of bases (e.g. 30) on each side between the branches,
and thus the complexity for internal loops becomes O(g8

maxn
2). The power

of 8 comes from the most general case of internal loops,
• WM c: O(g4

maxn
3), because the most costly branch of the WM c calculation

for each i and j is to find the best h for multi-loop partitioning. Each of
i, j and h are in at most gmax words,

• V M c: O(g8
maxn

3), because for each i and j we minimize over h, and when
we include all dangling ends, there are two known b’s and six unknown b’s
in the worst case.

Thus, if we consider both gmax and n in our analysis, the worst case time
complexity is O(g8

maxn
3). In practice, gmax is often considered a constant,

which leads to complexity proportional to n3. The arrays W ′, W c, V c and
WM c need to be stored in memory. The space complexity is O(g2

maxn
2), or

O(n2) if we consider gmax a constant.
The worst theoretical time complexity of the k-suboptimal MFE combina-

tions problem is O(skg8
maxn

3) and the worst space complexity is O(skg2
maxn

2).
However, in practice, some of the Input-Sets after partitioning become empty.

Empirical Analysis

We compared the running time performance of CombFold v1.0 with subopti-
mal predictions with that of ExhaustS, a simple (exponential time) exhaus-
tive search algorithm, which creates all possible combinations and for each,
calculates its minimum free energy using SimFold [1], our implementation of
the Zuker–Stiegler algorithm. For Input-Sets with a small number of combina-
tions, it is expected that CombFold takes more time and space than ExhaustS,
because CombFold is a more complex algorithm. However, although the space
is not a problem for ExhaustS, the running time quickly grows and becomes
impractical.

Fig. 2 gives the run time performance of CombFold with k = 1, 2, 3, 10
and ExhaustS on randomly generated Input-Sets of different characteristics.
All the tests have been performed on machines with CPU 733 MHz Pentium
III, memory cache 256 KB and RAM memory 1GB, running Linux 2.4.20.
All graphs show the CPU time in seconds, presented on a log scale, versus
variation of different characteristics of the Input-Sets. To simplify the analysis,
we chose g1 = · · · = gs = g and l1 = · · · = ls = l, and we took variations of
s, g and l. Having all set sizes equal and all set lengths equal, the number of
combinations will be gs, and the length of the combinations will be l · s.

The graph in (a) shows a comparison between the running time of Comb-
Fold with k = 1, 2, 3, 10 and ExhaustS, on a set of 19 instances having g and l
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fixed at 2 and 10, respectively. The number of sets s varies from 1 to 19, yield-
ing 21 = 2 combinations of length 10 to 219 ≈ 0.5 · 106 combinations of length
190. CombFold with k = 1 becomes faster than ExhaustS at s = 8, with k = 2
and 3 becomes faster at s = 10, and CombFold with k = 10 becomes faster
at s = 12. Note that the slope of the curves suggest that CombFold grows
polynomially, while ExhaustS grows exponentially in s.

The graph in (b) shows a similar situation as in graph (a), but when g is
fixed at 3 rather than 2, l = 10 and s takes values in the range 1 to 12, leading
to 31 = 3 combinations of length 10 to 312 ≈ 0.5 · 106 combinations of length
120. The number of combinations being bigger for the same s, CombFold with
k = 1 outperforms ExhaustS when s = 6, with k = 2 and 3 when s = 7, and
with k = 10 when s = 8.

Graph (c) shows a comparison when s and l are fixed to 6 and 10 re-
spectively, but g varies from 1 to 13. These yield 16 = 1 to 136 ≈ 4.8 · 106

combinations of length 60. Note that in this case ExhaustS grows polynomi-
ally in g; however, it grows more quickly than CombFold. Indeed, the graph
shows that CombFold with k = 1 becomes faster than ExhaustS when g = 3,
with k = 2 and 3 when g = 4 and with k = 10 when g = 5.

Graph (d) gives the comparison when s and g are fixed to 8 and 2, re-
spectively, leading to a fixed number of 28 = 256 combinations. However,
the length of the words vary from 10 to 100, yielding combinations of length
80 to 800. Again, ExhaustS grows more quickly, but still polynomially, only
the length of the combinations being changed. ExhaustS is outperformed by
CombFold(k = 1) at l = 10 and by CombFold(k = 2) at l = 50. On the in-
stances we tested, ExhaustS outperforms CombFold with k = 10, and becomes
roughly the same speed as CombFold with k = 3 when l = 100.

On all these four graphs, we note that CombFold with k = 1 and 2, and
ExhaustS are nicely curved, while CombFold with k = 3 and 10 has “hills”
and “valleys”. To see what the curves look like, we created two sets of 50
instances of Input-Sets with exactly the same characteristics: graph (e) with
s = 10, g = 3, l = 5 and graph (f) with s = 8, g = 8, l = 4. The results
confirm the explanation we gave earlier in Section 3: When k = 1, CombFold
fills all the arrays, a small variation happening due to the distribution of the
nucleotides in the words. When k = 2, the arrays for s more sets are always
calculated, no matter what the optimal combination is. However, depending
on which the second best combination is, the size of the next Input-Sets that
partition the solution space can differ substantially. This influence propagates
on to the next best combinations, such that when k = 10, the differences in
time between different instances can vary substantially. Also, note that for
some instances, the time for k = 3, and even for k = 10, is very close or
equal to the time for k = 2. This means that the second best combination
was part of a very small Input-Set, which was partitioned in fewer (or even 0)
non-empy Input-Sets. The graphs also show the run time of the exponential
algorithm. For graph (e) there are 310 ≈ 60, 000 combinations of length 50, and
ExhaustS is more than one order of magnitude slower than CombFold with
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Fig. 2. Performance of CombFold with k = 1, 2, 3, 10 and ExhaustS, on sets with
different characteristics: (a) 19 instances with s ranging from 1 to 19, and the same
g = 2 and l = 10; (b) 12 instances with s ranging from 1 to 12, and the same g = 3
and l = 10; (c) 13 instances with g ranging from 1 to 13, and the same s = 6 and
l = 10; (d) 10 instances with l ranging from 10 to 100, and the same s = 8 and
g = 2; (e) 50 instances with the same characteristics: s = 10, g = 3, l = 5; (f) 48
instances with the same characteristics: s = 8, g = 8, l = 4.
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k = 1, and 5–6 times slower than CombFold with k = 10. For graph (f), where
the number of combinations is 88 ≈ 16.8 · 106 of length 32, the exponential
algorithm is substantially slower, being about two orders of magnitude slower
than CombFold(k = 1), and more than one order of magnitude slower than
CombFold(k = 10).

5 Conclusions

We presented here an algorithm that, given a combinatorial set and parameter
k, predicts the k secondary structures with lowest minimum free energies in
the combinatorial set. When the number of words in each set of the overall
input-set is considered to be a constant, our algorithm runs in O(skn3) time.

In our algorithms, given a combination C, we look at the minimum free
energy structure only. Extensions of these problems would be to find subopti-
mal structures (i.e. whose free energy is greater than the MFE), or to consider
pseudoknots. Another problem for future work would be to find an algorithm
with better running time, for example O(n3 + k).
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1 Introduction

DNA sequences consist of four nucleotide bases A, G, C, T (adenine, guanine,
cytosine and thymine) and are joined together by phosphodiester bonds. A sin-
gle strand of DNA, i.e. a chain of nucleotides, also has a “beginning” (usually
denoted by 5′) and an “end” (denoted by 3′), and so the molecule is oriented.
By the well-known Watson–Crick complementarity, A is complementary to T
and C is complementary to G. The double-helix DNA strands are formed by a
sequence and its complement binding together. The complementary strand is
obtained by replacing the base nucleotide with its complement and reversing
its direction.

Besides these “perfect” bonds, in practice certain strands can bind to
others which are not their exact complements, hence rendering them useless
for subsequent computation. Several attempts have been made to address
this issue and many authors have proposed various solutions. A common ap-
proach has been to use the Hamming distance [1, 5, 6, 7, 26]. Experimental
separation of strands with “good” sequences that avoid intermolecular cross-
hybridization was reported in [3, 4].

In [11], Kari et al. introduce a theoretical approach to the problem of
designing code words. Theoretical properties of languages that avoid certain
undesirable hybridizations were discussed in [13, 18, 19, 25]. Based on these
ideas and code-theoretic properties, a computer program for generating code
words is being developed [12, 22]. Another algorithm based on backtracking,
for generating such code words has also been developed by Li [24]. In [21]
the authors have introduced a property of a language and showed that the
properties discussed in [13, 19, 25] are its special cases. In [23] the author used
the notion of partial words with holes for the design of DNA strands. In this
chapter we follow the approach introduced in [11].

Every biomolecular protocol involving DNA or RNA generates molecules
whose sequences of nucleotides form a language over the four-letter alphabet
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Δ = {A, G, C, T}. The Watson–Crick complementarity of the nucleotides de-
fines a natural involution mapping θ, A �→ T and G �→ C which is an antimor-
phism of Δ∗. Undesirable Watson–Crick bonds (undesirable hybridizations)
can be avoided if the language satisfies certain coding properties. In this paper
we concentrate on θ-overlap free and θ-solid codes.

We start the chapter with definitions of coding properties that avoid inter-
molecular cross-hybridizations. The notions of θ-prefix and θ-suffix languages
have been defined in [19] under the names of θ-p-compliant and θ-s-compliant,
respectively. Here we consider sets of code words where the Watson–Crick
complement of a word does not overlap with any other word. Hence, we have
two additional coding properties that leads to the notion of θ-overlap-free code
and θ-solid code. We make several observations about the closure properties
of such languages. In particular, we concentrate on properties of languages
that are preserved by union and concatenation. Also, we show that if a set of
DNA strands has “good” coding properties that are preserved under concate-
nation, then the same properties will be preserved under arbitrary ligation of
the strands. Section 3 investigates properties of θ-overlap-free codes. Section
4 investigates the properties of θ-solid codes.

2 Definitions

An alphabet Σ is a finite non-empty set of symbols. A word u over Σ is a
finite sequence of symbols in Σ. We denote by Σ∗ the set of all words over Σ,
including the empty word 1 and, by Σ+, the set of all nonempty words over
Σ. We note that with the concatenation operation on words, Σ∗ is the free
monoid and Σ+ is the free semigroup generated by Σ. For a word w ∈ Σ∗,
the length of w is the number of non empty symbols in w and is denoted by
|w|. Throughout the rest of the chapter, we concentrate on finite sets X ⊆ Σ∗

that are codes, i.e., every word in X+ can be written uniquely as a product
of words in X . For the background on codes we refer the reader to [2, 16, 27].
For a language X ⊆ Σ∗, let

PPref(X) = {u | ∃v ∈ Σ+, uv ∈ X }
PSuff(X) = {u | ∃v ∈ Σ+, vu ∈ X }
PSub(X) = {u | ∃v1 , v2 ∈ Σ∗, v1 v2 	= 1 , v1uv2 ∈ X }.

We recall the definitions initiated in [11, 19] and used in [12, 18].
An involution θ : Σ → Σ of a set Σ is a mapping such that θ2 equals the

identity mapping, θ(θ(x)) = x, ∀x ∈ Σ.

Definition 1. Let θ : Σ∗ → Σ∗ be a morphic or antimorphic involution and
X ⊆ Σ+.

1. The set X is called θ-infix if Σ∗θ(X)Σ+∩X = ∅ and Σ+θ(X)Σ∗∩X = ∅.
2. The set X is called θ-comma-free if X2 ∩ Σ+θ(X)Σ+ = ∅.
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3. The set X is called θ-prefix if X ∩ θ(X)Σ+ = ∅.
4. The set X is called θ-suffix if X ∩ Σ+θ(X) = ∅.
5. The set X is called θ-sticky-free if for all w ∈ Σ+, x, y ∈ Σ∗, wx, yθ(w) ∈

X then xy = 1.
6. The set X is called θ-overhang-free if for all w ∈ Σ+, x, y ∈ Σ∗,

wx, θ(w)y ∈ X or xw, yθ(w) ∈ X then xy = 1.
7. The set X is called strictly θ if X ∩ θ(X) = ∅.

Involution solid codes

(a)
(b)

(c)

(d) (e)

Fig. 1. Various types of intermolecular hybridizations. (a) (θ-overlap-free) The
prefix or suffix of a code word is a suffix or prefix respectively of a complement
of another code word; (b) (θ-comma-free) a code word is a reverse complement of
a subword of a concatenation of two other code words; (c) (θ-infix) one code word
is a reverse complement of a subword of another code word; (d) (θ-suffix) one code
word is a reverse complement of a suffix of another code word; (e) (θ-prefix) one
code word is a reverse complement of a prefix of another code word. The 3′ end is
indicated with an arrow.

Solid codes were introduced in [28] in the context of the study of disjunctive
domains. Certain combinatorial and closure properties of solid codes were
discussed in [15]. Properties of maximal solid codes were discussed in [17]. We
now recall the definition of solid codes used in [17] which was defined using a
characterization given in [15].

Definition 2. A set X ⊆ Σ+ is a solid code if

1. X is an infix code
2. PPref(X) ∩ PSuff(X) = ∅.
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The notion of solid codes was extended to involution solid codes in [25].
Note that when the involution map denotes the Watson–Crick complement,
the set of involution solid codes comprises of DNA strands that are overlap-
free (see Fig. 1).

Definition 3. Let X ⊆ Σ+.

1. The set X is called θ-overlap-free if PPref(X) ∩ PSuff(θ(X)) = ∅ and
PSuff(X) ∩ PPref(θ(X)) = ∅.

2. X is a θ-solid code if X is θ-infix and θ-overlap free.
3. X is a maximal θ-solid code iff for no word u ∈ Σ+ \ X, the language

X ∪ {x} is a θ-solid code.

Throughout the rest of the chapter we use θ to be either a morphic or
antimorphic involution unless specified. Note that X is θ-overlap free (θ-solid)
iff θ(X) is θ-overlap free (θ-solid).

3 Properties of Involution Overlap-Free Codes

In this section we discuss the properties of the class of involution overlap-free
codes. We also discuss the relation between the overlap-free codes and some
of the previously defined codes (see Definition 1).

Proposition 1. Let θ be an antimorphic involution. If X is θ-overhang-free
then X is θ-overlap-free.

Proof. Let X be θ-overhang-free. To show that X is θ-overlap free, let us
suppose there exists xw ∈ X and wy ∈ θ(X). Then θ(y)θ(w) ∈ X which is
a contradiction to our assumption that X is θ-overhang-free. The case when
wx ∈ X and yw ∈ θ(X) also result in a contradiction.

Proposition 2. If X is a strictly θ-solid code then X+ is θ-overlap free.

Proof. We need to show that PPref(X+)∩PSuff(θ(X+)) = ∅ and PSuff(X+)∩
PPref(θ(X+)) = ∅. Suppose X+ is not θ-overlap-free. Then there exists x ∈
PPref(X+) ∩ PSuff(θ(X+)) such that x = x1x2 . . . xia1 = θ(a2)θ(y1)...θ(yj)
for xi, yj ∈ X for all i, j. Then either xi is a subword of θ(yj) which is a
contradiction to our assumption that X is θ-infix, or a1 ∈ PSuff(θ(yj)) which
is again a contradiction. Hence PPref(X+) ∩ PSuff(θ(X+)) = ∅. Similarly we
can show that PSuff(X+) ∩ PPref(θ(X+)) = ∅.
Corollary 1. Let X, Y ⊆ Σ+ be such that X∪Y is strictly θ-solid. Then XY
is θ-overlap-free.

Proposition 3. Let X be such that Xn is θ-overlap-free for some n ≥ 1.
Then X i, 1 ≤ i ≤ n, is also θ-overlap-free.

Proof. Suppose not. Then there exists ax ∈ X i, ya ∈ θ(X i) for some 1 ≤ i ≤
n. Let r ∈ Xj such that i+ j = n. Then axr ∈ Xn and θ(r)ya ∈ θ(Xn) which
implies a ∈ PPref(Xn) ∩ PSuff(θ(Xn)) which is a contradiction. Similarly we
can show PPref(θ(Xn)) ∩ PSuff(Xn) = ∅.
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4 Properties of Involution Solid Codes

In this section we discuss the properties of the class of involution solid codes.
It turns out that involution solid codes are closed under a restricted kind of
product, arbitrary intersections and catenation closure while not closed under
union, complement, product and homomorphisms. The first two properties
are immediate consequences of the definitions.

Proposition 4. The class of θ-solid codes is closed under arbitrary intersec-
tion.

Proposition 5. The class of θ-solid codes is not closed under union, comple-
ment, product and homomorphism.

Proof. Consider the θ-solid codes {a} and {ab} over the alphabet set Σ =
{a, b} and with θ being an antimorphic involution that maps a �→ b and
b �→ a. The sets {a, ab} = {a} ∪ {ab} and {aba} = {ab}{a} are not θ-solid.
This proves the statement for union and concatenation. Let h : Σ∗ �→ Σ∗ be a
homomorphism such that h(a) = aba and h(b) = bab. Note that {a} is θ-solid
but h(a) = aba is not θ-solid.

Note that for X ⊆ Σ+ and θ a morphic or antimorphic involution, X is
θ-solid code iff θ(X) is θ-solid code.

Proposition 6. If X is a θ-solid code then X is strictly θ-comma-free.

Proof. Note that since PPref(X)∩PSuff(θ(X)) = ∅, X is strictly θ. Suppose X
is not θ-comma-free. Then there are x, y, z ∈ X such that xy = aθ(z)b, a, b ∈
Σ+. Then either θ(z) is a subword of x or a subword of y which contradicts
that X is θ-infix, or θ(z) = z1z2 such that az1 = x and z2b = y which
implies z1 ∈ PPref(θ(X))∩PSuff(X) and z2 ∈ PPref(X)∩PSuff(θ(X)) which
contradicts our assumption that X is θ-overlap-free and hence X is a θ-solid
code.

Note that the converse of the above proposition holds when θ is the identity
(see [10]) but not for any general θ. For example let X = {aa, baa} and for an
antimorphic θ : a → b, b → a, θ(X) = {bb, bba}. It is easy to check that X is
θ-comma-free. But ba ∈ PPref(X) ∩PSuff(θ(X)) which contradicts condition
2 of Definition 3.

Proposition 7. Let X, Y ⊆ Σ+ be such that X and Y are strictly θ and
X ∩ θ(Y ) = ∅. If X ∪ Y is θ-solid then XY is θ-solid.

Proof. Suppose XY is not θ-infix. Then there exists x1, x2 ∈ X and y1, y2 ∈ Y
such that x1y1 = aθ(x2y2)b for some a, b ∈ Σ∗ not both empty. When θ is
morphic, x1y1 = aθ(x2)θ(y2)b. Then either θ(x2) is a subword of x1 or θ(y2) is
a subword of y1 which is a contradiction with X∪Y is θ-infix. A similar contra-
diction arises when θ is antimorphic. Suppose PPref(XY )∩PSuff(θ(XY )) 	= ∅.
Then there exists p ∈ PPref(XY ) and θ(q) ∈ PSuff(θ(XY )) such that
p = θ(q). Then the following cases arise:
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1. p ∈ PPref(X) and θ(q) ∈ PSuff(θ(Y )) or θ(q) ∈ PSuff(θ(X))
2. p ∈ PPref(X) and θ(q) ∈ PSuff(θ(XY ))
3. p ∈ X and θ(q) ∈ θ(X) or θ(q) ∈ θ(Y ).

The first two cases contradict our assumption that X ∪ Y is θ-solid and the
third case contradicts our assumption that X is strictly θ or X ∩ θ(Y ) = ∅.
Similarly we can show that PSuff(XY ) ∩ PPref(θ(XY )) = ∅.
Corollary 2. If X is a strictly θ-solid code then Xn is a θ-solid code.

Proposition 8. The code X is a strictly θ-solid code iff X+ is a strictly θ-
solid code.

Proof. X is a θ-solid code and hence X is strictly θ-comma-free which implies
X+ is θ-infix (see Proposition 3.3 in [14]). From Proposition 2, X+ is θ-
overlap-free and hence X+ is θ-solid. The converse is immediate.

Proposition 9. Let X be a regular language. It is decidable whether or not
X is a θ-solid code.

Proof. It has been proved in [11] that it is decidable whether X is θ-infix or
not. The sets PPref(X) and PSuff(X) are known to be regular for regular
X and also θ(X) is also regular when X is regular. Hence PPref(θ(X)) and
PSuff(θ(X)) are also regular. In order to decide whether X is θ-solid one
needs to decide whether the intersection PPref(θ(X)) ∩ PSuff(X) = ∅ and
PSuff(θ(X)) ∩ PPref(X) = ∅ which is decidable for regular X .

Proposition 10. Let θ be a morphic or antimorphic involution and X ⊆ Σ+

be a strictly θ-solid code. Then Y = {u1vu2 : u1u2, v ∈ X, u1, u2 ∈ Σ∗} is a
θ-solid code.

Proof. Given X is θ-solid, we need to show that Y is θ-infix and PPref(Y ) ∩
PSuff(θ(Y )) = ∅ and PPref(θ(Y )) ∩ PSuff(Y ) = ∅. Suppose Y is not θ-infix,
then there exists p, q ∈ Y such that p = u1x1v1, q = u2x2v2 and p = aθ(q)b
for some a, b ∈ Σ∗, u1v1, u2v2, x1, x2 ∈ X . Hence when θ is a morphic invo-
lution we have u1x1v1 = aθ(u2)θ(x2)θ(v2)b. Then either θ(x2) is a subword
of u1 or v1, or θ(x2) is a subword of u1x1 or x1v1. Both cases contradict
our assumption that X is θ-solid. Similarly we can prove when θ is anti-
morphic involution. Suppose there exists a ∈ PPref(Y ) ∩ PSuff(θ(Y )). Then
a ∈ PPref(u1x1v1) and a ∈ PSuff(θ(u2x2v2)) for some u1x1v1, u2x2v2 ∈ Y .
There are several cases that we need to consider which eventually boil
down to one of three below. We show when θ is an antimorphic involu-
tion and the case when θ is morphism can be proved similarly. We have
a ∈ PPref(u1x1v1) and a ∈ PSuff(θ(v2)θ(x2)θ(v2)). Then either a ∈ PPref(u1)
and PSuff(θ(u2)) or a ∈ PPref(u1) and a ∈ PSuff(θ(x2)θ(u2)) or a ∈
PPref(u1) and a ∈ PSuff(θ(v2)θ(x2)θ(u2)). The first two cases contradict
PPref(X) ∩ PSuff(θ(X)) = ∅ and the third case contradicts X being θ-infix.
Similarly we can show PSuff(Y ) ∩ PPref(θ(Y )) = ∅. Therefore Y is θ-solid
code.
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The next proposition provides a general method for constructing certain
maximal θ-solid codes.

Proposition 11. Let θ be an antimorphic involution. Let Σ = A∪B∪C such
that A, B, C are disjoint sets such that A and C are strictly θ and A∩θ(B) = ∅
and C ∩ θ(B) = ∅. Then X = AB∗C is a maximal θ-solid code.

Proof. First we show that X is θ-solid. Suppose X is not θ-solid. Then ei-
ther X is not θ-infix or X is not θ-overlap-free. Suppose X is not θ-infix.
Then there exists a1b1...bnc1, a2d1...dkc2 ∈ AB∗C with a1, a2 ∈ A, c1, c2 ∈ C
and b1...bn, d1...dk ∈ B∗ such that a1b1...bnc1 = pθ(a2d1...dkc2)q and hence
a1b1...bnc1 = pθ(c2)θ(dk)...θ(d1)θ(a2)q for some p, q ∈ Σ∗ not both empty. If
q ∈ Σ+ then θ(a2) = bi for some i and if p ∈ Σ+ then θ(c2) = bj for some j.
Both cases contradict our assumption that A ∩ θ(B) = ∅ and C ∩ θ(B) =
∅. Suppose x ∈ PPref(X) ∩ PSuff(θ(X)). Then either x = a1b1 . . . bi =
θ(di) . . . θ(d1)θ(a2) for some a1, a2 ∈ A and b1 . . . bi, d1 . . . di ∈ B which con-
tradicts our assumption that A∩θ(B) = ∅ or x = a1 = θ(a2) which contradicts
our assumption that A is strictly θ. Hence PPref(X)∩PSuff(θ(X)) = ∅. Sim-
ilarly we can show that PPref(θ(X)) ∩ PSuff(X) = ∅. Hence X is a θ-solid
code.

To show that X = AB∗C is maximal. Consider a word w ∈ Σ∗ such
that w /∈ X where w = x1x2...xn with xi ∈ Σ for i = 1, . . . , n. We show that
X∪{w} is not θ-solid. Assume there is an index i with xi ∈ θ(C) and in fact let
i be the minimal with this property. If i = n then xi ∈ PSuff(w)∩PPref(θ(v))
for some v ∈ X . Hence X ∪ {w} is not θ-solid. If i < n then xi+1, ..., xn ∈
θ(B) ∪ θ(A). If xi+1 ∈ θ(A) then xixi+1 ∈ θ(X) ∩ Sub(w) and X ∪ {w} is
not θ-solid. Therefore assume that xi+1 ∈ θ(B). If xi+1...xn ∈ θ(B+) then
xixi+1...xn ∈ PSuff(w) ∩ PPref(θ(v)) for some v ∈ X and X ∪ {w} is not
θ-solid. Thus, there is an index j with i + 1 < j ≤ n and xj ∈ θ(A). Choose
j minimal with these properties. Then xixi+1...xj ∈ θ(X) ∩ Sub(w), hence
X ∪{w} is not θ-solid. So far we have proved that w cannot contain a symbol
from θ(C) if X ∪ {w} is to be θ-solid. Similarly we can show that w cannot
contain a symbol from θ(A). Hence w ∈ θ(B∗) (i.e.) w ∈ Sub(θ(v)) for some
v ∈ X which again contradicts our assumption that X ∪{w} is θ-solid. Hence
X is a maximal θ-solid code.

From the above definitions and propositions we have deduced the following.

Lemma 1. Let θ be an antimorphic involution.

1. Let Σ1, ..., Σn be a partition of Σ such that Σi is strictly θ for all i. Then
every language ΣiΣj is θ-solid.

2. If Σ1, Σ2 is a partition of Σ such that Σi is strictly θ for i = 1, 2, then
Σ1Σ2 is maximal θ-solid code.

3. Let A ⊆ Σ be such that A = θ(A) and X ⊆ A+. Then X is a maximal
θ-solid code over A if and only if X ∪ (Σ \ A) is a maximal θ-solid code
over Σ.
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4. Let B ⊆ Σ such that B ∩ θ(B) = ∅. Then X = B+ is a θ-solid code.

The next proposition provides us with conditions so that the involution
solid codes are preserved under a morphic or antimorphic mapping.

Proposition 12. Let Σ1 and Σ2 be finite alphabet sets and let f be an injec-
tive morphism or antimorphism from Σ1 �→ Σ∗

2 . Let X be a code over Σ∗
1 .

Then f(X) is a code over Σ∗
2 . Let θ1 : Σ∗

1 �→ Σ∗
1 and θ2 : Σ∗

2 �→ Σ∗
2 be

both morphic or antimorphic involutions such that f(θ1(x)) = θ2(f(x)) for all
x ∈ X. Let P = Pref(θ2(f(X)) and S = Suff(θ2(f(X)). Let (A+P ∩ SA+) ∩
f(Σ+

1 ) = ∅ and A+PA+ ∩ f(Σ1) = ∅ where A = Σ∗
2 \ f(Σ∗

1 ). If X is θ1-solid
then f(X) is θ2-solid.

Proof. Let X be a θ1-solid code. Note that f(X) is θ2-infix [14]. We need
to show that PPref(f(X)) ∩ PSuff(θ2(f(X))) = ∅ as well as PSuff(f(X)) ∩
PPref(θ2(f(X))) = ∅ hold. Let θ1 and θ2 be morphic involutions and let f be
an injective antimorphism. Suppose there exists a ∈ PPref(f(x1x2)) and a ∈
PSuff(θ2(f(y1y2)) for some x1x2, y1y2 ∈ X . Note that f(x1x2) = f(x2)f(x1)
and θ2(f(y1y2)) = f(θ1(y1y2)) = f(θ1(y1)θ1(y2)) = f(θ1(y2))f(θ1(y1)). Hence
if a = f(x2) = f(θ1(y1)) then x2 = θ1(y1) since f is injective which is a
contradiction to PPref(X) ∩PSuff(θ1(X)) = ∅. The other case can be proved
similarly. Hence f(X) is θ2-solid.
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1 Introduction

Duplex formation between DNA oligonucleotides is an important technique for
assembly of nanostructures [25, 23]. In addition, the reaction itself is capable of
performing information processing and computation [1]. Matching of sequence
templates during Watson–Crick duplex formation can implement a search
among a large number of possibilities for information or potential solutions
to computational problems.

In a typical application, DNA oligonucleotide sequences are designed to
form specific configurations of duplexes. Through random Brownian motion,
molecular structures are assembled through the weak molecular interactions
holding the duplexes together, i.e. hydrogen bonding and base stacking. With
no explicit external control, this process is referred to as self-assembly.

Of course, it is preferred if the oligonucleotides assemble exactly as de-
signed, but, as pointed out by Seeman [26], control of DNA reactions and
structures is a difficult task. In nanotechnology, the effort to control the
duplex-forming reactions has been termed DNA word design [15, 11]. It in-
volves the problem of selecting sequences for the DNA oligonucleotides such
that the desired assemblies are formed, and errors and defects are minimized.
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Unplanned duplex formation is called crosshybridization. Formally, the DNA
word design problem is defined as follows.

Definition 1 (DNA Word Design (DWD)) Given a set of DNA oligonu-
cleotides T , an hybridization energy Jij = Jji ∈ Z− ∀ i, j ∈ T , a positive
integer K ≤ |T |, and a threshold B ∈ Z−, does T contain a subset T ′ ⊆ T
such that |T ′| ≥ K, and Jij ≥ B ∀ i, j ∈ T ′?

In the above formulation, the constraint Jij ≥ B reflects a threshold value
for the hybridization energy, or an all-or-nothing hybridization model [4]. The
set T could be composed of individual oligonucleotides, or pairs of Watson–
Crick complements. Let the elements of the set, whether sequences or pairs of
Watson–Crick complements, be the nodes of a graph, and connect the nodes if
they could from a stable duplex. In other words, an independent set is wanted.
A restriction of the DWD problem is equivalent to finding the existence of
a given-sized independent set of nodes in a graph [13], which is known to
be NP-complete [16]. Thus, it is difficult to find optimal sets of good word
designs by conventional computer-aided methods, using both combinatorial
and thermodynamic models for duplex formation [20, 17].

Therefore, the work described here has focused on manufacturing good
sets of independent DNA oligonucleotides in the test tube with in vitro selec-
tion. Research on the development of the protocol and on the characterization
of the selection products is reviewed. Some of this work has been published
elsewhere [14, 3, 13, 8, 9], and details can be found there. The intent in this
paper is to collect these efforts into a comprehensive presentation and re-
view. Furthermore, results are summarized that characterize the protocol and
its product, and that demonstrate the independence of the selected oligonu-
cleotides. In addition, experiments and results are described that estimate
the number of distinct sequences in the product. Finally, use of the sets in
applications is discussed.

2 Methods and Materials for the Selection Protocol

An outline of the protocol is shown in Fig. 1. Synthesized strands are pur-
chased from a manufacturer. These strands have regions of known sequence
at either end for primer extension. A region of random sequence, which will
become the independent sequences, is in the middle. The temperature is con-
trolled so that only independent oligonucleotides are selected. After a rapid
quenching step that freezes pairs of oligonucleotides into mismatched con-
figurations, primer extension is done at a temperature that melts duplexes
that have a high degree of mismatch, but not duplexes that are closer to
being Watson–Crick complements. Therefore, the protocol selectively copies
oligonucleotides that are present in mismatched duplex configurations, and
thus have a lower thermal stability.
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1. Synthesize initial population.

P1 P2
c

random

2. Primer extension using P1 and P2 primers

3. Control temperature at which
polymerization is done so that

only mismatched  oligonucleotides
melt apart.

Well Matched

Moderately Matched

Rather Mismatched

P2P1

Very Mismatched

4. Only the very mismatched melt apart
and are copied by polymerization.

Fig. 1. Protocol to select maximally mismatched oligonucleotides.

Oligonucleotides were purchased from Integrated DNA Technologies. They
were purified from denaturing polyacrylamide gels after synthesis. Primer P1
was labeled 32P at the 5′-end using T4 DNA kinase and [γ-32P] ATP. For
polymerization, appropriate amounts of 32P-labeled primer P1, primer P2,
and double-stranded DNA were incubated in a PCR buffer of 50 mM KCl,
10 mM Tris-HCl, 0.1% Triton X-100, 2.5 mM MgCl2, 0.4 mM 4 dNTP, and 3
U Taq DNA polymerase in a total volume of 10μl at the chosen temperature
(43◦C). The reaction mixture was incubated for 60 minutes.

3 Gel Characterization

As an initial step, appropriate reaction conditions had to be determined [14].
In addition, the ability of the protocol to preferentially select maximally mis-
matched oligonucleotides over those closer to being Watson–Crick comple-
ments had to be verified [14]. DNA sequence templates with different de-
grees of mismatching were designed and input into the in vitro selection. The
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templates included a perfect Watson–Crick complement (T1), a completely
mismatched template (T4), and two which contained different types of mis-
matches in a Watson–Crick duplex, namely two isolated mismatches (T2) and
a region of three contiguous mismatches (T3), respectively.

Primer extension was done as detailed in Sec. 2. The Primer extension
products were loaded onto 12% (w/v) denaturing polyacrylamide gel (8M
urea) with 1X TBE buffer. The characterization gel was run for 1 hour at 60◦C.
The voltage was 400 V, and the results were documented by autoradiography.

The results are shown in Figs. 2 and 3. Attention should be focused on the
topmost band (60-mer) of extension products. In Fig. 2, the maximally mis-
matched template (T4) was amplified preferentially over the other templates.
The degree of amplification reflected the thermal stability of the template,
with the perfectly matched template (T1) being the most stable, followed in
decreasing order of stability by the templates with two isolated mismatches
(T2), a small loop of mismatches in the middle (T3), and a complete mismatch
(T4). From the results shown in Fig. 3, the appropriate reaction temperature
for the selection protocol was determined. Amplification of the completely
matched template (T1) was compared with that of the completely mismatched
template (T4) over a range of temperatures. From 37◦C to 43◦C, the mis-
matched template was amplified, while the matched one was not. Thus, 43◦C
was chosen as the reaction temperature for primer extension in the selection
protocol. In addition, these results demonstrate that temperature-controlled
primer extension works as expected for the selection of independent oligonu-
cleotides. If a completely mismatched template is tested, it is amplified. If a
completely matched template is tested, no amplification takes place.

Next, the progress of the protocol over several rounds and the indepen-
dence of the selected oligonucleotides were characterized [8]. First, however,
the primers on the ends of the library sequences (Fig. 1) had to be removed
because they interfered with tests for crosshybridization by trapping duplexes
into mismatched configurations. The primers on one end were removed by in-
corporating a ribonucleotide into the extension product. The primer was then
cut off with RNAse. This allowed the sequences of interest in the middle to
align properly for duplex formation.

It was of interest to determine what percentage of DNA was selected as
iteration of the protocol proceeded. As bad sequences are eliminated, one
would expect the percentage to increase over subsequent rounds. Thus, in-
tensities of gel bands of DNA for extended and nonextended products were
compared with a densitometer. As the cycles progress, the proportion of se-
lected product increases (Fig. 4). Therefore, sequences are eliminated as the
protocol progresses, and the hypothesis is that these are the independent
oligonucleotides.

This is supported by another gel, shown in Fig. 5, in which the product
after primer extension is compared with product that has been heated to
a high temperature (95◦C) and then reannealed at room temperature for 5
minutes [3]. In addition, the completely mismatched and matched templates
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Fig. 2. A denaturing gel, comparing the primer extension products of four different
templates, as diagrammed on top of each panel, at various temperatures. The primer
was P1. The temperatures were 52◦C, 58◦C, 64◦C, 70◦C, and 74◦C from left to
right in each panel. By focusing on the topmost band in each gel, the degree of full
product extension (60-mer) can be observed. At lower temperatures, the maximally
mismatched template was preferentially amplified over the perfect Watson–Crick
template and the templates with a lower degree of mismatch [14, 3].

were run in separate bands for comparison. In Fig. 5, if attention is focused
on the odd-numbered lanes (those with reannealed product), it is seen that
the bands move toward the completely mismatched template as the protocol
progresses. This supports the contention that independent oligonucleotides
are being selected by the protocol.

4 Sample Sequencing of Library Oligonucleotides

In order to check the independence of the protocol product, starting materials
(two sequences) and products from one to four cycles of the protocol (four,
four, three, and three sequences, respectively) were cloned and sequenced [8].
Using a software tool [13] and the nearest-neighbor model of duplex thermal
stability [24], the sequences were checked for bad duplex formation (crosshy-
bridization). The percentage of bad duplexes, excluding hairpins, for each
sample is shown in Fig. 6. No crosshybridization was detected in the start-
ing material. Given that potentially there are all possible 20-mers present in
the starting material (≈ 1012 sequences), it is not surprising that no crosshy-
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Fig. 3. A denaturing gel, comparing the primer extension products of two templates,
perfectly matched and maximally mismatched, as diagrammed on top of each panel,
at temperatures ranging from 37◦C to 72◦C, from left to right (37, 40, 43, 46, 48, 50,
56, 62, 68, 72◦C). P1 was the primer. The topmost band of fully extended products
(60-mers) shows preferential amplification of the maximally mismatched template
over the perfect Watson–Crick template [14, 3].

Fig. 4. Percentage of reannealed product versus protocol cycle.

bridization was observed. The sample size was just too small. Once the number
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Fig. 5. A stain gel showing results of multiple rounds of the protocol. Lane 1 contains
the perfect Watson–Crick template, lane 2 contains the completely mismatched tem-
plate, and lane 3 contains random starting material with primers. Even-numbered
lanes contain protocol product after extension, and odd-numbered lanes contain
protocol product after purification and quenching [3].

of sequences was reduced after one and two iterations of the protocol, crosshy-
bridization was observed. No crosshybridization was observed after three and
four iterations of the protocol.

Fig. 6. Percentage of bad duplexes (not counting hairpins) versus protocol cycle.

The sample size of the sequences was too small to state any definitive
conclusions. Nevertheless, as the selection protocol was iterated, the inde-
pendence of the sequences seemed to improve. All cycles had examples of
hairpins because the protocol does not explicitly select out self-hybridization.
Most of the crosshybridizations, including the self-hybridizations, would have
been marginally stable at the selection temperature of 43◦C. The exceptions
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are two hairpins for cycle 1, and three hairpins and one crosshybridization for
cycle 2.

5 Spectroscopic Characterization

Given a possible independent set in a test tube, an important issue is to esti-
mate the number of different sequences in the set. When nucleic acids rena-
ture, their ultraviolet absorbance, with a maximum around 260 nm, decreases.
This effect, called hypochromicity [4], can be used to measure concentrations
of nucleic acids. Those sequences that are present in large numbers, i.e. re-
peated sequences, will renature quickly, while rare or unique sequences will
react more slowly. Thus, differences in the kinetics between common and rare
sequences can be used to estimate concentrations, or number of sequences,
from spectrographic data. This technique is called the C0t curve technique
[6].

The equilibrium rate equation between single-stranded DNA (ssDNA) and
double-stranded DNA (dsDNA) follows the stoichiometric equation

[ssDNA1] + [ssDNA2]
k1

�
k2

[dsDNA], (1)

where the square brackets [ ] denote the molar concentration of nucleotides in
either single-stranded or double-stranded in mol/l; k1 is the forward biomolec-
ular rate constant (renaturation), and k2 is the reverse rate constant (denat-
uration). In what follows, the reverse reaction is ignored. Thus, the forward
reaction is modeled as a second-order reaction. For renaturation of short DNA,
the nucleation can be considered to be the rate-limiting step, after which the
duplex zips together rather quickly. The rate constant k1 can be estimated
experimentally as a function of the nucleation rate constant (kn) as [29]

k1 =
kn

√
Ls

X
, (2)

where Ls is the length of the shortest strand participating in duplex formation
and X is the complexity, which is defined as the number of base pairs in unique
sequences [29]. The differential rate equation is

d[dsDNA]

dt
= k1[ssDNA1][ssDNA2]. (3)

Assuming equal starting concentrations of single strands and using conserva-
tion of mass, Equation (3) can be rewritten as

− [ssDNA]

dt
= k1[ssDNA]2, (4)
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where [ssDNA] is the total concentration of nucleotides in single strands. The
solution is

[ssDNAt]

[ssDNA0]
=

1

1 + k1[ssDNA0]t
, (5)

where [ssDNAt] is the fraction of single-stranded nucleotides at time t and
[ssDNA0] is the initial concentration of single-stranded nucleotides. Let C0 be
the total molar concentration of nucleotides in the solution. Assuming that
all the single-stranded DNA is initially denatured, C0 = [ssDNA0]. If f[ssDNA]

is the fraction of single-stranded DNA at time t, Equation (5) becomes

f[ssDNA] =
1

1 + k1C0t
. (6)

Equation (6) describes the “C0t curve”. By monitoring the UV absorbance of
the renaturation reaction, the sequence complexity of the sample DNA can
be estimated. Those sequences present in high concentrations anneal quicker
than rarer sequences. The common use of C0t curves is to estimate the se-
quence complexity of genomes [6]. Substituting the empirical expression for
the forward rate constant (Equation (2)) and using an expression for the nu-
cleotide concentration in terms of the optical density, we obtain the following
equation, which was fitted using nonlinear regression to experimental data of
UV absorbance versus time. This equation expresses the relationship between
the UV absorbance change and the sequence complexity:

A(t) =
�Atotal

1 + (AssDNA −�Atotal)
kn

√
Lst

X

(
7.5 × 10−5 M

AU260nm

)
+AdsDNA,

(7)

where �Atotal is the total change in optical density at 260 nm, AssDNA is the
optical density at time t = 0, AdsDNA is the optical density at the last reading,
kn is the nucleation rate constant, t is the time (s), Ls is the length of the
shortest strand, and X is the complexity (bp).

DNA samples of the selection products were prepared by PCR amplifica-
tion with DNA primers (Primer #1 (DP#1) = 5′–CAT CGA AGG GGT GTT
TTT T–3′; Primer #2 (DP#2) = 5′–TCT TCA TAA GTG ATG CCC G–3′)
or DNA primers with ribose tails for C0t experiments (Primer #1 (RP#1)
= 5′–CAT CGA AGG GGT GTT TTT T/3RiboC/–3′; Primer #2 (RP#2)
= 5′–TCT TCA TAA GTG ATG CCC G/3RiboU/–3′). The amplified DNA
samples obtained with DP#1 and DP#2 were purified using the MiniElute
PCR Purification Kit (QIAGEN Inc., Valencia, CA, USA) before the C0t
experiments (final product size = 60 bp). However, the samples amplified
with RP#1 and RP#2 for the C0t experiments were first heated at 90◦C
for 15 min to sterilize the ribose tails, and then the selection products were
extracted from the amplified samples by gel extraction after TBE polyacry-
lamide gel electrophoresis (PAGE) of the sterilized samples (final product size
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= 40 bp). DNA samples of E. coli K-12 were prepared by digesting the ge-
nomic DNA with DNase I. The average DNA fragment size of the digested
sample was around 50 bp. C0t experiments were carried out using a DU 800
UV/visible spectrophotometer equipped with a micro-Tm analysis accessory
(Beckman Coulter Inc., Futterton, CA, USA). The reaction mixtures for the
C0t experiments contained appropriate amounts of DNA samples, which gave
absorbance reading values at 260 nm of about 1.5, in Tris-EDTA buffer (pH
8.0; 10 mM Tris and 1 mM Na2EDTA) with 100 mM NaCl. Before the C0t
experiments, the reaction mixtures were degassed and equilibrized. Degassing
was performed by quickly heating and cooling the reaction mixtures between
0 and 85◦C. Equilibrizing was performed by repeatedly heating from 25◦C to
95◦C and holding at 95◦C for 5 min until constant absorbance readings at 260
nm were achieved. Once the mixtures had been equilibrized, C0t experiments
were started at 20◦C.

The sequence complexity X is defined as the number of bases that are
present in unique, nonrepeating sequences in a genomic sample [29, 7]. The
sequence complexity can be estimated from UV absorbance curves of DNA
renaturation [6, 7]. Samples are melted, and then the UV absorbance is mon-
itored at a constant temperature. Samples with fewer sequences that are
present in large numbers of copies will renature more quickly than samples
that have a larger number of unique sequences. The more unique sequences
will be present in lower concentrations, and thus the renaturation kinetics
will be slower. The complexity of each DNA sample was estimated by fit-
ting Equation (7) to the experimental data for renaturation. The intrinsic
renaturation constant kn was established using the kinetic model from E. coli
genomic DNA, which was digested with DNase I into fragments with a uni-
form size distribution, with fragment lengths (∼50 bp) similar to those of the
selection products. The estimated rate constant was utilized to estimate the
sequence complexity of the selection products. In addition, kn was estimated
using DNase I-digested E. coli genomic DNA with fragment sizes (∼500 bp)
similar to those in the literature [6], to validate the model and our experimen-
tal procedure. The estimated kn was 3.0× 10−5 M−1 S−1, which is similar to
the kn by Wetmur [29] 3.5 × 10−5 M−1 S−1.

The results of the C0t experiments are shown in Fig. 7. The controls for the
experiment were a Watson–Crick pair of 20-mers (7), DNase I-digested E. coli
genomic DNA with an average fragment size of around 50 bp (6), and a set of
40 noncrosshybridizing 20-mers (5) [12]. The estimated sequence complexity
of the E. coli DNA was 4.2 × 106, which compared favorably with values
from the literature [6]. The estimated sequence complexity of the selection
product after cycle 1 (3) obtained using the kinetic model was 5.34 × 105

bp, and that for the selection product after cycle 4 (4) was 2.17 × 105 bp
(Table 1). The library size generated from random 20-mers after four rounds
of the protocol was estimated to be ≈ 10 850 oligonucleotides (X/20). In
addition, the results for the top strands alone from cycles 1 and 4 (curves 1
and 2, respectively) indicate no crosshybridization in the selected libraries. In
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Fig. 7. C0t curves for controls and NCH library materials. “SP” stands for “selection
product”. Curve 3 is for NCH library duplexes, and curve 1 single strands after 1
cycle of the selection protocol; curve 4 is for NCH library duplexes, and curve 2 single
strands after 4 cycles of the selection protocol; curve 7 is for a Watson–Crick pair
of 20-mers; curve 6 is for E. coli fragments; and curve 5 is for a computer-designed
set of 40 NCH sequences.

particular, the cycle-4 product (2) was almost identical to the NCH control
(5), the noncrosshybridizing library of the 40 20-mers. These results confirm
that the selection protocol developed in the project can manufacture large
noncrosshybridizing libraries of oligonucleotides in vitro.

Table 1. Estimated sequence complexities based on the kinetic renaturation model
with an estimated nucleation rate constant (kn) for the E. coli sample of 2.54× 105

M−1 s−1.

DNA sample Estimated complexity (bp)

Selection product #1 5.34 × 105

Selection product #4 2.17 × 105

E. coli 4.20 × 106
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6 Potential Advantages and Applications

In vitro manufacturing of independent sets has several advantages. The pro-
tocol is simple and cost-effective. Because DNA word design is NP-complete,
larger sets can be generated more quickly through the parallelism of the se-
lection protocol than through computer-aided design, though the sets are not
guaranteed to be of maximum size. Also, the sets can be manufactured under
conditions similar to those in which they will be used. Finally, purchasing ran-
dom oligonucleotides is less expensive than synthesis of individually designed
sequences. Large sets of independent 20-mers for gene deletion in Saccha-
romyces cerevisiae have been reported in [30]. These sequences were found by
a BLAST search of genomic DNA, synthesized, and tested against DNA mi-
croarrays. In vitro manufacturing has the advantages of cost-effectiveness and
optimization of sequences for specific reaction conditions over that technique.

Large libraries of independent oligonucleotides are an enabling resource
for DNA-based nanotechnology. For example, fundamental physical limits and
increasing costs of fabrication facilities will force alternatives to conventional
microelectronics manufacturing to be developed [2]. Seminal work by See-
man [27], Winfree et al. [32], and Mirkin et al. [22] has shown the potential
of self-assembly that is directed by sequence-specific, template-matching hy-
bridization reactions among DNA oligonucleotides. Self-assembly of molecular
electronic circuits has also been suggested [19]. In self-assembly, weak, local
interactions among molecular components spontaneously organize those com-
ponents into aggregates with properties that range from simple to complex
[31]. So far, DNA self-assembly has constructed regular, periodic structures
or simple circuits, but more complicated assemblies with greater control of
component location are needed to approximate the functionality of microelec-
tronics [5], and to take advantage of the increasing number of nanocomponents
[28], from carbon nanotubes and nanoparticles composed of various materi-
als to proteins and antibodies [23]. Libraries of independent oligonucleotides
can be used to self-assemble complicated nanostructures with greater control
of component location. The in vitro manufacture of NCH libraries provides a
large address space of DNA sequences with which to increase both complexity
and control. Complexity is increased because nanostructures can be designed
for a specific connectivity through a diversity of DNA–nanocomponent conju-
gates. Control is achieved by assigning unique DNA sequence addresses to spe-
cific nanocomponents corresponding to specific locations in the larger struc-
ture. Unique sequence addresses might also be exploited to detect and repair
specific components, which would increase reliability. Moreover, because the
hybridization reactions between library oligonucleotides are not competitive,
assembly can occur in parallel. In addition, when compared with synthesis,
the manufacture of the library is relatively inexpensive, and thus would make
fabrication of nanostructures, with unique addresses for constituent compo-
nents, more practical. The nanostructures that are enabled by the large DNA
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libraries will be useful not only for molecular-electronic applications but also
for other nanotechnology applications in biology, medicine, and sensors.

To make the libraries useful, the individual oligonucleotides have to be
cloned and isolated. The primer sequences can have an embedded restriction
site so that the internal sequences can be inserted into a plasmid. These
plasmids could be transformed into E. coli under conditions that promote
one plasmid per cell, and then colonies could be grown. Each clone would, on
average, incorporate just one sequence from the starting set. The sequences
could then be extracted to build a library of strands, to which nanocomponents
could be attached. The restriction site would also allow hybridization of one
oligonucleotide to another to form linker molecules for the self-assembly.

It should be possible to assign oligonucleotides from the library to nanocom-
ponents without the sequence being known. Sequencing the DNA is a potential
bottleneck. Sequencing of large numbers of oligonucleotides adds cost and time
to applications. Thus, it is more efficient and cost-effective to avoid sequenc-
ing. An index of which clones were used for specific nanocomponents would
be maintained. When a particular component was to be added or addressed,
then the index would tell us which oligonucleotide to use.

7 Conclusion

Self-assembly of nanostructures through template-matching hybridization re-
actions is potentially an important technique in nanotechnology. Given the
possibility of errors in hybridization and the difficulty of designing DNA se-
quences on conventional computers, a viable alternative is to manufacture
libraries of oligonucleotides for nanotechnology applications in the test tube.
Thus, a protocol has been designed and tested to select mismatched oligonu-
cleotides from a random starting material. Experiments indicate that the se-
lected oligonucleotides are independent, and that there are about 10 000 dis-
tinct sequences. Such manufactured libraries are a potential enabling resource
for DNA self-assembly in nanotechnology.
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DNA Nanodevices



DNA-Based Motor Work at Bell Laboratories

Bernard Yurke

Bell Laboratories, 600 Mountain Ave., Murray Hill, NJ 07974, USA
yurke@lucent.com

1 Moore’s Law

Many DNA-based nanodevices have been constructed which can execute mo-
tion on a nanoscale. By the end of 2004, 19 different forms of such devices have
been published, as witnessed by references [1–19]. The number of published
DNA-based nanodevices as a function of time is plotted in Fig. 1. One sees
that the growth, so far, has been approximately exponential with a doubling
time close to 18 months, the doubling time of the growth curve for the com-
ponent density in the semiconductor industry. This Moore’s law indicates a
healthy vibrant field. Also plotted as the black rectangles are the cumulative
number of DNA-based devices coming out of Ned Seeman’s lab. One sees that
his are the first two entries in the field [1, 2] and that his lab continues to have
a strong presence in this field. In fact, among the most sophisticated DNA-
based nanodevices are his PX-JX2 machine [7] and his translation machine
for polymer assembly [13]. For all of us working on DNA-based nanodevices
Ned has been a great inspiration.

I will use my space in this volume celebrating Ned’s sixtieth birthday as
an opportunity to tell a few stories about DNA-based self-assembly work at
Bell Laboratories, work that was inspired by Ned’s research.

2 Bad Luck

In this section I will relate how Allen Mills, Jr. and I stumbled upon a means
of actuating DNA nanostructures using DNA alone. Allen and I had developed
a common interest in self-assembly. My own interest in this field sprang from
the long tradition of research at Bell Laboratories directed towards making
ever smaller transistors and from more resent research at Bell Laboratories
on organic electronic devices. Self-assembly at the molecular scale opened
up the possibility of making electronic devices much smaller than could be
made with photolithographic techniques or electron-beam writing techniques.
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I saw it as a means of leapfrogging Moore’s law and arriving at the end
point of miniaturization. I had collected many of Ned Seeman’s papers on
the fabrication of DNA-based nanostructures and suggested to Allen that we
begin a program on DNA-based self-assembly.

DNA computing, with its promise of massively parallel computation,
quickly captured Allen’s imagination. We decided to try to implement Boolean
logic in DNA. It dawned on us that linking two strands of DNA, A and B,
together by a third strand of DNA C that had base sequences complemen-
tary to both A and B was a way of implementing an “and” functionality.
The strand C could be considered an “and” operator in that the structure
A and B linked together is formed only if A and B were both present. We
designed some DNA strands to test this idea. Allen had written software that
would generate lists of random strings of A, C, G, and T that were ten let-
ters long. The strings were selected to differ from each other by a certain
Hamming distance and were selected to minimize self-complementarity. We
constructed the base sequences for our strands by concatenating these ten-base
sequences into longer sequences. Even though the ten-base strings may only
have self-complementary or cross-complementary regions that are three bases
long, when joined together into a longer string the longer string could have
self-complementary regions that are considerably bigger than three bases. We
thought, however, that this would be unlikely. We designed our A, B, and C
strands so that the complementary region between A and C and the region
between B and C were each 20 nt long.

To test the “and” operation we did a gel shift experiment in which we
ran the strands A, B, and C in separate lanes. These served as references for
comparison with the bands in lanes in which various combinations of A, B,
and C were present. To our surprise, although A, B, and C were the same
length, C migrated much faster than A and B. We surmised that C was
forming a hairpin. On checking the base sequence we found that C, in fact,
had a self-complementary region with an 8 nt overlap. We had been victims
of bad luck. However, from the lanes containing A and C, B and C, or A, B,
and C it was evident that the hairpin did not prevent the hybridization of
C with A or B. We concluded that the A and B strands were able to open
up the hairpin. This experiment, performed on April 29, 1997 provided a key
“Aha” moment. It made us realize that DNA hybridization could be used
to induce structural changes in DNA nanostructures. We were now halfway
towards making a molecular motor. What we still needed was a way to remove
the DNA strand after it had induced a structural change. It occured to us that
some kind of nicking enzyme could do this and there are drawings in the May
6, 1997 entries in my notebook of devices operated this way. One is of a DNA
walker.

My interest in molecular motors, at the time, was limited to making one
from scratch for which each step of the machine cycle was intentionally de-
signed. I felt that using an enzyme to run part of the machine cycle would
be cheating, in this regard, because one does not know how to design such
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Fig. 1. The cumulative number of DNA-based nanodevices as a function of time.
The tops of the open rectangles indicate the total number of DNA-based devices
that have been constructed as a function of time. The heights of the black rectangles
indicate the cumulative number of DNA-based nanodevices that have come out of
Ned Seeman’s lab. One sees that Ned produced the first such devices and that his
lab continues to be active in the production of DNA-based devices.

enzymes from scratch. So, we did not pursue these schemes. Others have,
however, pursued similar kinds of schemes [17, 18]. The DNA-based motor
field has been enriched by their work. Eventually, it dawned on us that a
DNA strand could be removed through competitive binding. To investigate
the effectiveness of this phenomenon, in July, 1997 Allen and I began a se-
ries of experiments to explore toehold-mediated strand exchange. By January
15, 1998 we had used toehold mediated-strand exchange to successively open
and close a hairpin, as indicated by gel shift experiments. However, we felt
something more than a gel shift experiment was needed if one really wanted
to claim that one was inducing conformational changes via hybridization.
This motivated us to learn how to do fluorescence resonant energy transfer
(FRET) experiments. To this end we built a fluorometer powered by a 1 kW
Xe arc lamp. This fluorometer was used to take reaction kinetics data in our
toehold-mediated strand exchange studies [20]. The 1 kW Xe arc lamp proved
inconvenient to work with and was eventually replaced by an argon ion laser.
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In the fall of 1998 Andrew Turberfield arrived at Bell Laboratories to
spend his sabbatical in my lab. The first task Andrew took upon himself was
to rebuild the laser-based fluorometer so that we could make measurements on
multiple samples simultaneously. We first tried using fiber optic beamsplitters
to distribute the laser light among eight samples simultaneously. This did not
work in a satisfactory manner. Guiding light through optical fibers was aban-
doned in favor of free-space light propagation and conventional beamsplitters
were used to distribute the light. This fourth incarnation of the fluorome-
ter worked very well. We then turned our attention to devising and studying
catalytic DNA-based systems that could serve as fuel for free-running molec-
ular machines [9]. In December of that year I designed the DNA strands for
the DNA tweezers and in January we began performing experiments on the
tweezers. The FRET experiments performed as expected and we took this
to mean that the tweezers were opening and closing properly. So, we sub-
mitted a manuscript for presentation at the DNA 5 conference in Boston,
Massachusetts [21]. There was, however, another interpretation of the data
that did not occur to us until later, namely, that the fuel strand was bringing
donor and quencher dyes together through the formation of dimers, or more
generally multimers.

At the beginning of June 1999 Jennifer Neumann, a senior undergraduate
at Rutgers University, joined my lab as an intern through Lucent’s Summer
Research Program. She was given the task of testing DNA tweezer operation
via gel shift experiments. Shortly before the DNA 5 conference Jennifer ob-
tained anomalous results that made me begin to suspect that the tweezers
were not closing but were forming multimers. At DNA 5 Ned raised the same
issue. The tweezers at that time did not have a region of unpaired bases to
serve as a flexible hinge. The hinge was, in fact, a nick in double-stranded
DNA. Ned pointed out that it was the conventional wisdom that nicked DNA
consisted of a linear molecule very similar to double-stranded DNA with-
out a nick. Ned had done crystallography on DNA with sticky ends. So, he
knows these sorts of things [22]. Immediately after returning from DNA 5 I
ordered DNA strands to make tweezers with single stranded-regions of vary-
ing length to serve as a hinge. These were tested by Jennifer and based on
her studies we decided to focus our efforts on the study of a tweezer with a
hinge 4 nt in length. Jennifer obtained gel shift data indicating that most of
the tweezers were opening and closing properly. With gel shift data and new
fluorescence-quenching data in hand we wrote up our results and submitted
them to Nature.

The paper went through three rounds of refereeing. The process was slowed
down because I was short-handed. After the summer Andrew had returned
to Oxford University and Jennifer was now a graduate student at Rutgers.
In the winter of 2000 Friedrich (Fritz) Simmel joined the effort as a post-
doctoral student. As a graduate student he had done work in experimental
condensed matter physics, studying electron transport through quantum dots.
He accepted a postdoctoral position with me because he was interested in en-
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Fig. 2. A sequence showing the closing of the tweezers. (a) Depicts the open tweez-
ers. F is the fuel strand. (b) Depicts the tweezers as the fuel strand begins to
hybridize with the single-stranded extensions off the ends of the tweezers. These
single-stranded extensions constitute the motor that pulls the arms together. (c)
Depicts the tweezers fully closed.

tering a field more closely related to biology. His first task was to perform a
series of experiments addressing the concerns of the referees. One issue raised
was whether the DNA strands were hybridizing to form some structure other
than the tweezers. To address this issue we ordered oligomers that consisted
of subsegments of the tweezers’ strands. By mixing pairwise combinations of
these strands together or by mixing a given segment together with one of
the tweezer strands we were able to show via gel shift experiments that hy-
bridization occured only if the two strands happened to have complementary
regions. This provided evidence that the tweezers were the only stable struc-
ture that the strands could form. To provide evidence, in addition to the gel
shift experiments, that the tweezers were opening and closing properly, a va-
riety of experiments were performed for which the FRET signal produced by
the closing of the tweezers was different from the FRET signal produced by
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multimer formation. Fritz’s work paid off. The tweezers paper was accepted
and scheduled for publication in the August 10 issue of Nature [3].

3 Dealing with the Press

Since the paper was likely to receive a lot of press, Lucent had me take a
several-hour training course for how to deal with the media. A purpose of
the course was to teach us techniques to avoid creating a public relations
problem for Lucent. A lot of what was covered was common sense stuff. It
was emphasized that we were to stick to the telling of the story of the science
we had done. We were not to say anything derogatory about our scientific
competitors. We were not to comment on issues outside the domain of science,
such as, for example, the state of the telecommunications industry or Lucent’s
business. We were told to make the story of the science as simple and clear
as possible. And we were subjected to practice interviews in front of a video
camera. One of the participants in the training sessions I was involved in
was Hendrik Schon. Hendrik was the wunderkind of Bell Laboratories. In the
few years he had been at Bell Labs he had produced an amazing string of
breakthrough papers in Nature, Science, and the Journal of Applied Physics.
He was about to announce some more stunning breakthroughs. He mumbled
softly through his practice interview not showing a great deal of excitement
about his achievements. I thought this was peculiar. At the time, I took it to
mean that he was a really humble, low-key, kind of guy. We were all fooled.
Hendrik would soon be at the center of accusations of scientific fraud and his
collaborators would publish a retraction of all those papers.

At Lucent, interviews by the press are arranged through a media relations
person. A media relations person is also present at the interview. Keeping
the interview on topic and ensuring that the interview goes smoothly are
among the functions of the media relations person. Dan Coulter was the media
relations person who handled my interviews. Since my work involved creating
nanomachines out of DNA, there was some concern that reporters might raise
ethical issues having to do with “tampering with life.” Because of this concern
Dan Coulter wanted to know where the DNA I was using came from. I told
him that it was manufactured in a factory. We designed the base sequences
of the DNA we wanted and emailed the sequences to the factory. There the
sequences were fed into a machine that had four bottles attached to it labeled
A, C, G, and T. The machine would then make DNA strands having those base
sequences. Dan then asked me where the stuff inside the bottles came from.
I told him that I did not know. I offered him the guess that the nucleotides
were extracted from some biological tissue. The scenario I laid out was that
DNA was extracted from tissue, broken down into individual nucleotides,
chemically separated, chemically modified, purified, and then stuffed into the
bottles. That was not a good enough answer for Dan. He demanded that I
find out where the stuff in the bottles came from. I called Ned Seeman to
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see if he could tell me where the nucleotides came from. He did not know,
but he shared my opinion that the stuff must be extracted from biological
tissues rather than synthesized from scratch. I then called technical support
at Glen Research, a major supplier of nucleotides for DNA synthesis. I was put
in touch with someone who told me that the nucleotides are produced from
salmon sperm, a byproduct of the salmon fishing industry. That made sense to
me. Sperm would have a much higher concentration of DNA per unit weight
than any other biological tissue. So, it would be a good starting material
for an extraction and purification process. I was also told that with the rise
of genome sequencing efforts, the demand for nucleotides was threatening to
outpace what the salmon fishing industry could supply. Consequently, bacteria
culturing was being seriously considered as an alternative source for DNA.
When I reported what I had learned, Dan chuckled. I told him: “We now have
an answer for where the stuff in the bottles comes from should a reporter ask,
but let’s not volunteer it to the press.”

Nature’s press blockade on the contents of the August 10 issue of Nature
would be lifted during the time I was planning to vacation by accompanying
my wife, Jeanne, as she attended her professional conference. Jeanne is a
Seventh Day Baptist minister and the gathering was the General Conference
of the Seventh Day Baptist denomination. It was being held on the campus of
the West Virginia Wesleyan College in Buckhenon. Hence, it was expected that
there would be a lot of requests for interviews while I was there. Jeanne and
I would be staying in a student dorm without a telephone. Thus, I purchased
my first cell phone for the sole purpose of being interviewed by the press. The
quality of the cell phone service turned out to be poor. So, it was decided
that the live radio interviews would be conducted via an outside pay phone
near the dorm were I was staying. Toward the end of my first live interview
the reporter asked something like: “I understand that you make your motors
out of salmon DNA. What is the ethics of using the substance of life to make
machines.” In my mind I was thinking: “Thanks for letting the cat out of the
bag, Dan!” I went on to try to explain that, apart from the base sequence,
all DNA is chemically the same and that the DNA I was using was synthetic
with base sequences not related to any biological organism. While I was doing
radio interviews via telephone in the wilds of West Virginia, Fritz was doing
live interviews at Bell Labs with reporters who wanted video footage.

CNN carried a piece on the DNA tweezers. It went like this: First there
came the teaser, an image of salmon swimming and the narrator saying:

They can navigate thousands of miles to the river of their origin. Now
these salmon may guide us to the next generation of computing.

Next, appeared an animation of the DNA tweezers opening and closing, fol-
lowed by myself pipetting. The first image of the news report depicted a com-
puter chip and a salmon. So, we have fish and chips. Get it? The narration
while this image was being displayed was:
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Now this is a breakthrough that could stretch the frontiers of tech-
nology and make computers 1,000 times more powerful: Lucent tech-
nologies says it has discovered how to use DNA of salmon to carry
information like a computer chip. The scientific journal Nature comes
out with a report tomorrow ...

A discussion of DNA as a carrier of genetic information and its use in forensics
followed. Next, returning to the main subject, the narrator said:

Now Lucent Technologies’ Bell Laboratories has discovered another
use for it as a motorized machine. Researchers there say they can ma-
nipulate DNA in such a way that it may someday help build computer
components on a molecular scale with astonishing ability. If it sounds
fishy you are partly right. Lucent researchers took DNA from salmon
sperm and had it synthesized with a set of instructions. The DNA are
shaped like tweezers with two strands connected by a hinge.

Clearly this “salmon” thing had gotten out of hand. Next, a reasonable dis-
cussion of the operation of the tweezers was given. That was followed by a
video clip of Ned Seeman saying:

With DNA nanotechnology we are now down to a scale where it really
wasn’t imaginable a few years ago to be able to actually organize
matter as well as we can today.

Next, a video clip was shown of Fritz explaining DNA-based self-assembly.
With the airing of this CNN piece, my boss, Dick Slusher, now had an internal
public relations problem to deal with. Irate people from all over Lucent where
calling him on the phone and asking: “What the %#&@ is Lucent doing
research on salmon for?!”

WNBC also carried the story. As a bit of background, shortly after Fritz
had arrived in my lab he told me that he had this inner need to shock people.
When people in Germany asked him what he would be working on at Lucent he
would say: “Remember that X-File episode where that guy gets infected with
nanorobots? Well, I’m going to be working on that.” Appropriately enough,
the WNBC story starts out:

It’s a story straight out of The X-Files, tiny machines injected into the
blood stream multiplying rapidly and attacking a man’s body with a
villain in control using a hand-held remote. Pure science fiction? –
Maybe not.

This narration is, of course, accompanied by segments from The X-Files’
episode S.R. 819-6×10. A reasonable discussion of how the DNA tweezers
work follows. Then a clip appears in which Fritz says:

Because they are so small you can imagine they could enter a body
or cell which carries a disease and lets free a pharmaceutical agent at
exactly the point where it is needed to cure the disease.
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It is appropriate that Fritz should be the first to devise a DNA nanomachine
that could operate on a protein, thrombin, which is involved in blood clotting
[12].

What lessons can we learn from this. Perhaps, the first is that it is almost
guaranteed that news media will garble the science it is reporting. The second
is that the news media will have fun with you at your own expense. But that
is OK. Reporting of science is done because people are interested in science. It
is the public who ultimately funds our work and we should make the effort to
let them know that their money is being well-spent, even if it has to be done
through an imperfect medium. My close relatives got to see me on TV because
I let them know ahead of time when the news reports would appear. What
surprised me was that neighbors and friends who were not alerted caught
the programs. Some of them even caught the programs while they were on
vacation outside of the United States at the time.
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1 Introduction

Biological systems have evolved motor proteins programmed to perform in-
tracellular transport powered by ATP hydrolysis [23, 14]. Striding along a
microtubule with a hand-over-hand gait and a step size of ≈8 nm [26], kinesin
is capable of taking ≈100 steps per second, typically negotiating ≈100 steps
before falling off the microtubule [4]. Replicating these performance charac-
teristics with a synthetic mimic presents a daunting challenge to molecular
engineers pursuing programmable active transport as a means to assembling
or probing nanoscale systems.

DNA nanomachines have been demonstrated to perform mechanical switch-
ing between stable states in response to external stimuli [1, 3, 9, 11, 17, 19, 25,
28], and recently several processive DNA motors have been successfully de-
signed and constructed. Sherman and Seeman demonstrated a bipedal walker
that locomotes in an inchworm fashion, with one foot trailing the other [16].
Inspired by kinesin, the present work describes a bipedal walker that moves by
advancing the trailing foot to the lead at each step [18]. Mimicking the peri-
odic structure and directional polarity of a microtubule, we construct a DNA
track that allows multiple walkers to haul cargo along the same track with
directional specificity. These DNA walkers fail to replicate the autonomous
nature of kinesin locomotion because they require the manual sequential ad-
dition of auxiliary DNA fuel strands. To demonstrate autonomous locomotion,
Yin et al. [27] developed a transport mechanism employing ligation and re-
striction enzymes powered by ATP, and Tian et al. [21] and Stojanovic and
co-workers [20] have developed walkers powered by RNA-cleaving DNAzymes.
In principle, autonomous nanomachines can also be powered by hybridization
catalysis of metastable DNA molecules [22]. Relative to the speed, versatility

∗ Adapted with permission (Table 1, Figs 1–3, and associated text) from J. Am.
Chem. Soc. 2004, 126, 10834–10835. Copyright 2004 American Chemical Society.
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and robustness of kinesin, all of these walkers represent initial primitive steps
towards a useful framework for achieving programmable active transport with
nanoscale resolution.

2 A DNA Walker with the Gait of Kinesin

The walker system has four components (Table 1): a walker (W), a track (T),
attachment fuel strands (A), and detachment fuel strands (D). The walker
consists of two partially complementary oligonucleotides, with a 20-bp helix
joining two single-stranded legs (each 23 bases). The track, constructed of six
oligonucleotides, has four protruding single-stranded branches (each 20 bases)
separated by 15-bp scaffold helices. Neighboring branches run in opposite
directions, so spacing of 1.5 helical turns places all branches on the same side
of the track approximately 5 nm apart (Fig. 1).

As shown in (Fig. 1), the walker strides along the track under the external
control of A and D strands. An A strand specifically anchors the walker to a
branch by forming helices with the corresponding leg (18-bp) and branch (17-
bp). Single-stranded hinges adjacent to either end of these helices (underlined
in Table 1) provide flexibility for adopting different conformations depending
on the fuel species that are present. When both legs are bound to the track,
the trailing leg is released using a D strand that nucleates with the perfectly
complementary A strand at a 10-base overhang and then undergoes a strand
displacement reaction [28] to produce duplex waste and free the walker leg for
the next step.

Sequence selection for these system components represents a multi-objec-
tive optimization problem requiring the conditional stability of many different
secondary structures depending on the subsets of strand species that are con-
sidered. Primary sequence design was performed using automated sequence
selection software [5] to minimize sequence symmetry [15] while maximizing
the probability [7] of adopting a compound secondary structure involving all
the strands in the walker system. Subsequent secondary structure prediction
[29] for various pairs of strands revealed a small number of undesirable inter-
actions, which were eliminated by slight sequence modifications.

To detect walker locomotion, all four branches are end-labeled with spec-
trally distinct dyes and the two walker legs are end-labeled with quenchers
(Table 1 and Sect. 5) to allow monitoring of the fluorescence changes asso-
ciated with each dye. Proper monomeric association between the walker and
track is demonstrated by examining intermediates during two forward steps
using native gel electrophoresis visualized with two different fluorescent scans
(Fig. 2). The major band corresponding to fully assembled track (lane 1) is
accompanied by minor bands representing partially formed tracks. These par-
tial tracks result from slight discrepancies in stoichiometry between the six
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Table 1. DNA sequences for the walker and conveyor systemsa

aColor use is consistent in all graphics. bFor the conveyor experiments, W1 is bi-
otinylated on the 5′ end to facilitate cargo attachment. cFor the walker experiments,
a track with four branches is constructed from strands T1–T6. For the conveyor ex-
periments, a track with four periodically repeating branches is constructed from
strands T1∗ and T2–T4. dStrands not depicted in Figs. 1 and 4

Fig. 1. Schematic of walker locomotion. Colored spheres represent dyes (HEX,
green; Cy5, purple; FAM, red; Texas Red, blue) and quenchers (BHQ1, orange;
IBRQ, black) for detecting walker movement. The diagrams depict: (a) unbound
walker, (b) walker attached to T1, (c) walker attached to T1 and T2, (d) walker
released from T1 to yield duplex waste
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Fig. 2. Native polyacrylamide gel electrophoresis demonstrating specific fuel-
mediated association of the walker with the track. This figure is a composite of
two images obtained by different fluorescent scans of the same gel, using excitation
and emission wavelengths that target either HEX on T1 or FAM on T3 (see Sect. 5)

track species and lead to the observation of minor bands during subsequent
stages of the experiment. The track does not exhibit nonspecific interactions
with the walker (lane 2). Anchoring of the walker and subsequent translation
results in less mobile intermediates (lanes 3–6). The band intensities of these
intermediates are consistent with the expected position of the walker for both
wavelength scans. For HEX detection, there is a reduction in band intensity
for lanes 3 and 4 relative to lanes 1, 2, 5 and 6. For FAM detection, there
is a reduction in band intensity for lane 6 relative to lanes 1–5. The absence
of empty track during the operation demonstrates the processivity of walker
movement (i.e., at least one leg stays bound to the track).

Real-time monitoring of walker movement was carried out by multiplexed
fluorescence quenching measurements (Fig. 3). Traversing the track from one
end to the other and back, the fluorescent signal from each branch responds
specifically to the addition of cognate fuel strands, illustrating high fidelity in
controlling walker movement with nanoscale precision.

3 Hauling Molecular Cargo on a DNA Conveyor

A periodic track with the same four branches can be constructed from strands
T1∗ and T2–T4 of Table 1. Multiple walkers can then operate synchronously
on the same track to haul tethered molecular cargo with directional specificity
under the control of attachment (A) and detachment (D) fuel strands (Fig. 4).
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Fig. 3. Real-time multiplexed fluorescence monitoring. The track was preincubated
with equimolar walker and A1 for 4 hr at room temperature. Equimolar amounts of
A and D fuel strands were successively added from 100× stocks and mixed by rapid
pipetting. A different excitation/emission wavelength pair was used to specifically
monitor each dye (see Sect. 5). Fluorescence intensities are normalized by the initial
track values. The binary digits at the bottom represent the location of the walker
on branches T1–T4 (0 for unbound state, 1 for bound state)

To verify the elongated structure of the periodic track, the 3′ end of T1∗

and the 5′ end of T2 (i.e., consecutive ends imbedded in the track helix) were
each modified with a thiol group and coupled to maleimide-functionalized gold
nanoparticles 1.4 nm in diameter. Transmission electron microscopy images
(TEM) of the gold-labeled track confirm the formation of long tracks with
linear connectivity (Fig. 5). It is not possible to discern the anticipated non-
constant spacing between gold particles (expected from labeling neighboring
as opposed to evenly spaced strands). Several factors may contribute: incom-
plete labeling efficiency (86%), flexibility in the gold linkers, and flexibility
of the track backbone under the low-humidity conditions required for TEM
analysis. Consistent with significant backbone flexibility, the linear density
of gold particles along the (assumed linear) track axis (0.17 ± 0.04 nm−1)
is higher than the estimated values of 0.10 nm−1 for B DNA (expected in
solution) and 0.13 nm−1 for A DNA (expected at low humidity) [12].

Cargo is tethered to the head of the walker by biotinylating the 5′ end of
W1 (Table 1), allowing binding of either streptavidin or anti-biotin antibody.
The gel mobility of the walker decreases when cargo is bound (Fig. 6), with
walkers bound to streptavidin (lane 2) migrating faster than those bound to
the heavier antibody (lane 3).
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Fig. 4. Operation schematic of a molecular conveyor in which multiple walkers haul
streptavidin cargo along a periodic track
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Fig. 5. Transmission electron microscopy image of a gold-labeled conveyor track
(scale bar = 20 nm)

Fig. 6. Native polyacrylamide gel elec-
trophoresis demonstrating cargo binding.
When bound to a biotinylated walker,
the mobility of 60 kDa streptavidin [8]
is greater than that of the 150 kDa anti-
biotin antibody [6]. Lane 1: walker. Lane
2: walker bound to streptavidin. Lane 3:
walker bound to anti-biotin antibody

Real-time monitoring of orga-
nized cargo transport is achieved via
multiplexed fluorescence quenching
measurements as for the previous
walker experiments. Fig. 7 demon-
strates cargo transport in both for-
ward and backward modes. After
adding walkers to a solution contain-
ing pre-assembled periodic tracks,
cargo transport is controlled by suc-
cessive addition of A and D fuel
strands.

To investigate the effect of cargo
size on attachment and detachment
kinetics, apparent rate constants
were obtained for the cases of no
cargo, streptavidin cargo and anti-
biotin antibody cargo. Both attach-
ment and detachment processes exhibit double-exponential kinetics (data not
shown), with fast and slow phases that are relatively insensitive to cargo size
(Table 2). Decreases in the attachment rate of ≈10–20% exhibit a positive
correlation with increasing cargo size but no trend is evident in the ≈15%
variation in detachment rates. Overall, the cargo appears to have a mild im-
pact on the kinetics of walker locomotion.

4 Discussion

We have demonstrated a synthetic molecular walker that mimics the bipedal
gait of kinesin. The present 5 nm step size is smaller than the 8 nm stride
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Fig. 7. Real-time monitoring of organized cargo transport a) forwards or b) back-
wards along the track. After pre-assembling the tracks, equimolar walker and A and
D fuel strands were added from 100× stocks and mixed by rapid pipetting. A differ-
ent excitation/emission wavelength pair was used to specifically monitor each dye
(see Sect. 5). Fluorescence intensities are normalized by the initial track values. The
binary digits at the bottom represent the location of the walker on branches T1∗,
T2–T4 (0 for unbound state, 1 for bound state).
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Table 2. Apparent rate constants for cargo transport by the molecular conveyor

Attachment (0010→0011) Detachment (0011→0010)

Cargo
fast phase

(×10−2s−1)
slow phase
(×10−3s−1)

fast phase
(×10−2s−1)

slow phase
(×10−3s−1)

None 2.98 5.25 1.75 1.98
Streptavidin 2.70 4.75 1.66 1.94
Anti-biotin antibody 2.36 4.29 2.01 2.18

of kinesin on a microtubule [4], and is tunable by adjusting the design of the
track scaffold. Construction of a periodic DNA track allows multiple walkers
to function as a molecular conveyor by hauling streptavidin cargo along the
track in a prescribed direction. The kinetics of walker locomotion are not dra-
matically altered by the protein cargo. Generalization to much longer tracks
should be achievable by attaching branches to more rigid substrates such as
planar [24] or tubular [10, 13] DNA crystals. However, the significant bottle-
neck of manually introducing fuel strands at each step makes this approach
impractical and highlights the importance of developing autonomous walker
designs that operate without human intervention.

As a benchmark for walker performance, consider competing with kinesin
in a nanomile foot race. Kinesin would make short work of the distance in ap-
proximately two seconds. By comparison, the present non-autonomous walker
would require one week and one postdoc (ignoring difficulties of yield and
exhaustion, respectively). For molecular engineers, there is still much work to
do in catching up to the exquisite designs that have evolved in nature.

5 Methods

Oligonucleotide and device preparation. DNA oligonucleotides were syn-
thesized, labeled and purified by Integrated DNA Technologies. DNA stock
solutions were prepared in TE buffer (10 mM Tris, 1 mM EDTA, pH 8.0) and
concentrations were determined at 260 nm using the molecular extinction co-
efficients provided by the supplier.

For the walker experiments, the track was prepared by equimolar mix-
ing of the six track strand species (T1–T6) in TSE buffer (10 mM Tris, 150
mM NaCl, 1 mM EDTA, pH 7.5), followed by incubation for 3 hr at 37◦C.
The walker was prepared by the same procedure using the two walker strand
species (W1, W2).

For the conveyor experiments, the periodic track was prepared by equimo-
lar mixing of the four track strand species (T1∗, T2–T4) in TSE buffer, fol-
lowed by heating to 80◦C for 5 minutes and then slowly cooling to room
temperature over 2 hr. Walkers were assembled by combining equimolar W1
biotinylated at the 5′ end with W2 in TSE buffer for 3 hr at 37◦C. Protein
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cargo was loaded onto the assembled walkers by introducing a 4-fold excess
of either streptavidin or anti-biotin antibody (Sigma) and incubating for 1 hr
at 37◦C.

Native polyacrylamide gel electrophoresis. Fuel-mediated association
of the walker and track was analyzed by native PAGE. Initial anchoring of
the walker on T1 was achieved by adding equimolar A1 to a 1 μM reaction
mixture of track and walker in TSE buffer, followed by 1 hr incubation at
37◦C (10 μl reaction volume). Subsequent walker movement was carried out
by successively adding different fuel species in equimolar amounts from 100×
stocks followed by 1 hr incubation at 37◦C. Gel electrophoresis was performed
on the entire sample in 1× TBE buffer (89 mM Tris, 2 mM EDTA, 89 mM
boric acid, pH 8.0) at 50 V and 4◦C with 6.7% acrylamide. The bands were
visualized by fluorescent scanning (Molecular Imager FX Pro Plus, Bio-Rad)
using 532 nm excitation and a 555 nm cut-off filter to detect HEX on T1, and
488 nm excitation and a 30 nm bandpass filter centered at 530 nm to detect
FAM on T3.

For the conveyor system, the binding of protein cargo to the biotinylated
walkers (1 μM, 20 μl reaction volume) was verified using native PAGE in 1×
TBE buffer at 50 V and 20◦C with 5 % acrylamide and Stains-All dye (Sigma).

Multiplexed real-time fluorescence measurement. Fluorescence mea-
surements were carried out with a fluorometer (Photon Technology Interna-
tional) at room temperature. Bandwidths for excitation and emission were set
to 4 nm and the working volume for measurements was 100 μl. Fluorescence
signals from four different dyes were collected during the same run using the
multi-dye mode (Felix32 software, Photon Technology International) to mon-
itor fluorescence intensities at four excitation/emission wavelengths (495/520
nm for FAM, 538/555 nm for HEX, 598/617 nm for Texas Red, and 648/668
nm for Cy5).

For the walker experiments, track (0.5 μM) was preincubated with equimo-
lar walker and A1 in TSE buffer for 4 hr at room temperature. Equimolar
amounts of A and D fuel strands were successively added from 100× stocks
and mixed by rapid pipetting.

For the conveyor experiments, equimolar amounts of the streptavidin-
loaded walker and fuel strands were successively added to the periodic track
(track strands at 0.5 μM in TSE buffer) from 100× stocks and mixed by rapid
pipetting.

For cargo kinetics studies, equimolar fuel (A4 or D4) was added to 0.5 μM
conveyor in TSE buffer (state 0010 or 0011) and the solution was mixed by
rapid pipetting. Excitation and exmission wavelengths were 598/617 nm to
measure the fluorescence changes of Texas Red. Apparent rate constants were
obtained by curve-fitting to a double exponential function.
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Independence of fluorescence signals. To monitor walker movement, four
fluorescent dyes were selected (FAM, HEX, Texas Red, Cy5 in order of in-
creasing excitation/emission wavelengths) from many possible candidates. To
minimize FRET between dyes, branches T1–T4 on the track were labeled
in the order (HEX, Cy5, FAM, Texas Red) to double the distance between
dyes with adjacent fluorescence spectra. For the periodic track, this prop-
erty no longer holds where T4 and T1 are proximal. These concerns were
particularly relevant because the equilibrium distance between neighboring
dyes (5 nm) is typical of the Förster radius for many dye pairs. Excitation
and emission wavelengths for each dye were chosen so as to minimize the
response of the other three dyes (Fig. 8 and Table 3). Columns 2–5 of Ta-
ble 3 list fluorescence intensities of the four dye-labeled T strands at the four
excitation/emission wavelength pairs employed for multiplexed fluorescence
measurements. At each wavelength, one dye fluoresces strongly and the fluo-
rescence of the other dyes is negligible by comparison (1% or less). Column 6
shows that intensities for the 4-dye full track are within 10% of those observed
for the dominant single strand dye at each excitation/emission wavelength.
In addition to possible FRET between dyes, these differences may also result
from changes in the local structural environments of the dyes, which often
alter fluorescence emissions (even in the absence of a dye pair).

Fig. 8. Excitation (solid lines) and emissions spectra (dotted lines) for the four dye-
labeled track strands (HEX-T1, Ex/Em = 470/610 nm; T2-Cy5, Ex/Em = 600/700
nm; FAM-T3, Ex/Em = 440/570 nm; T4-Texas Red, Ex/Em = 550/660 nm). The
excitation and emissions wavelengths employed for subsequent kinetics experiments
are denoted by the arrows at the top of the plot
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Table 3. Fluorescence intensities of dye-labeled track strands at different
wavelengthsa,b

a Fluorescence intensity (counts per second) measured at room temperature with
samples (0.5 μM) in TSE buffer. b Values in parentheses are normalized intensities
at a given wavelength (compare within row)

Transmission electron microscopy. Gold-labeling of oligonucleotides and
TEM analysis were performed using standard procedures [2]. Thiol-modified
T1∗ and T2 oligonucleotides (Integrated DNA Technologies) were labeled
with nanogold particles by mixing with a 10-fold excess of monomaleimide-
nanogold particles (Nanoprobes) in phosphate buffer containing 10% iso-
propanol at 4◦C for 24 hr. The oligonucleotide-gold conjugates were combined
and then the resulting complex was purified from excess gold particles on a gel
filtration column (Superose 12 in TSE buffer). Labeling efficiency was deter-
mined by measuring the optical density of the gold-labeled T1∗–T2 complex
at 280 and 420 nm using molar extinction coefficients for the gold particles
provided by the supplier. The periodic track was assembled by adding the
T1∗–T2 complex to equimolar T3 and T4. For TEM analysis (Philips EM430
operated at 300 kV), a dilute sample (50 nM) was deposited on copper-grids
pretreated with an air plasma and polylysine coating.
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1 Introduction

DNA can be used as a structural basis for the arrangement of functional
building blocks because of the programmability of its sequence. The genetic
information of DNA is expressed by a sequence of a limited number of letters
in a genetic alphabet, that is, adenine (A), thymine (T), guanine (G), and
cytosine (C), and is transferred through ingeniously simple A–T and G–C
base pairing to the number and sequence of 20 kinds of amino acids in pro-
teins in a highly controlled manner. Such a bottom-up, programmable strat-
egy has prompted the development of new tools for the array programming
of molecular-scale components, leading to well-defined supermolecules with
tailored chemical and physical properties through self-assembly protocols.

Metals have been used as key components in self-assembled molecular ar-
chitectures. In particular, the combination of metals and chemically modified
biomacromolecules is currently attracting increasing attention. This chapter
describes one of our recent approaches to precise programming of metal arrays,
using artificial DNAs that possess metal-ligand-type nucleobases for metal-
coordination-driven base pairing.

2 Metal-Mediated Base Pairing in DNA

Among a variety of chemical approaches to DNA-based supramolecular ar-
chitectures (e.g., [3]), the replacement of natural base pairs by predesigned
artificial base pairs possessing a distinctive shape, size, and function shows
promise for molecular arrays inside DNA in a programmable manner. For
instance, if an incorporated artificial nucleobase has a metal-binding site for
metal-mediated base pairing, the metal could be put on the helix axis of DNA.
This strategy would allow metal alignment inside DNA and, furthermore, if
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more than two kinds of metal ligand-type nucleobases were incorporated site-
selectively into DNA strands, metals could be arrayed heterogeneously as
programmed.

Metal ions thus incorporated as metal-mediated base pairs would (1) pro-
vide a new structural motif in high-order structures of DNA such as duplex
and triplex, structures that could be used to affect their thermal stability, (2)
form one-dimensional metal wires with unique chemical and physical proper-
ties based on the metal sequence, and (3) serve as linkers that would assemble
DNA intermolecularly to form two- or three-dimensional DNA networks. On
the basis of this concept, we have recently established the first Pd2+-mediated
base pairing using a metal-ligand-type nucleoside bearing a phenylenediamine
base [5]. We have also exploited alternative base-pairing modes such as B3+-
mediated base pairing using catechol [1], Pd2+-mediated base pairing using
2-aminophenol [9], Ag+-mediated base pairing using pyridine[8], and Cu2+-
mediated base pairing using hydroxypyridone [7] (Fig. 1). Among these base
pairs, those with a square-planar or linear coordination geometry are expected
to substitute for a flat, hydrogen-bonded natural base pair without affecting
the stacking structure of base pairs. Other groups have also reported a few ex-
cellent examples of metal-ligand-type nucleobases and have stabilized double-
stranded structures of DNA in the presence of suitable transition metal ions
[2, 10].

Fig. 1. Examples of metal-coordination-driven base pairs using artificial nucleosides.
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Meggers et al. reported the first example of single-site incorporation of a
metal-coordination-driven base pair into oligonucleotides, using a base pair
with a pyridine-2,6-dicarboxylate nucleobase as a flat tridentate ligand and a
pyridine nucleobase as the complementary single donor ligand [2]. For exam-
ple, a 15-mer DNA duplex bearing a base pair in the middle was significantly
stabilized by Cu2+ ions owing to the formation of a square-planar Cu2+ com-
plex with the paired ligand-type nucleobases inside the DNA duplex. The
stability was comparable to that of a DNA duplex containing a natural A–T
base pair instead of the Cu2+-mediated base pair.

Recently, we have independently reported the single-site incorporation of
an Ag+-mediated base pair and an Ag+-mediated base triplet into a DNA du-
plex and a DNA triplex, respectively, using a base pair with two monodentate
pyridine nucleobases (P) in the middle [7]. For instance, a 21-mer DNA du-
plex, d(5′-T10PT10-3

′) · d(3′-A10PA10-5
′), having a base pair in the middle,

was significantly stabilized by Ag+ ions, as shown by thermal denaturation
experiments, owing to the formation of a linear, positively charged P–Ag+–P
base pair (Fig. 2). This Ag+-dependent thermal stabilization was only slight
in the case of a reference DNA duplex, d(5′-T21-3

′) · d(3′-A21-5
′). The Ag+

complexation with the paired pyridine nucleobases inside the DNA duplex
should be reinforced owing to the neighboring base pairs that are hydrogen-
bonded and stacked in the hydrophobic environment within the DNA duplex.
Furthermore, this pyridine base pairing occurred only with Ag+ ions, and the
addition of other metal ions, such as Cu2+, Ni2+, Pd2+, and Hg2+, showed
almost no significant stabilization effect on the duplex structure.

Fig. 2. Ag+-mediated DNA duplex formation using a base pair containing pyridine
bases.
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Such Ag+-dependent thermal stabilization was also significant for a DNA
triplex, d(5′-T10PT10-3

′) · d(3′-A10PA10-5
′) · d(5′-T10PT10-3

′) [5] (Fig. 3).
In this case, the stabilization was due to the formation of an Ag+-mediated
base triplet in which the three N donors of the pyridyl groups bind to an Ag+

ion within the DNA triplex.

Fig. 3. Ag+-mediated DNA triplex formation using a base triplet containing pyri-
dine bases.

Another flat ligand base, a hydroxypyridone nucleobase (H), was incorpo-
rated into a 15-mer nucleotide DNA duplex, d(5′-CACATTAHTGTTGTA-3′)
· d(3′-GTGTAATHACAACAT-5′), so that a base pair would be formed in the
middle [7] (Fig. 4). In the presence of an equimolar concentration of Cu2+ ions,
a neutral Cu2+-mediated base pair of two hydroxypyridone nucleobases (H-
Cu2+-H) was formed quantitatively within the DNA duplex, and the duplex
structure was highly stabilized compared with a reference oligoduplex, d(5′-
CACATTAATGTTGTA-3′) · d(3′-GTGTAATTACAACAT-5′), containing a
natural A–T base pair instead of the Cu2+-mediated base pair. In addition,
electron spin resonance (ESR) and circular-dichroism studies showed that a
radical site was formed on the Cu2+ center within a right-handed duplex
structure. This Cu2+-mediated base pair was then used for the construction
of magnetic chains within DNA duplexes.
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Fig. 4. Cu2+-mediated DNA duplex formation using a base pair containing hydrox-
ypyridone bases.

3 Discrete Self-assembled Metal Arrays in DNA

Multisite incorporation of metal-coordination-driven base pairs within DNA
would lead to the construction of molecular-scale metal wires along with the
DNA in a programmable manner. Recently, we have reported the synthesis
of a series of oligonucleotides d(5′-GHnC-3′) (n = 1–5), possessing one to
five hydroxypyridone nucleobases (H) [6, 4]. These oligonucleotides quanti-
tatively produced right-handed double helices of the oligonucleotides nCu2+·
d(5-GHnC-3)2 (n = 1–5), through Cu2+-mediated base pairing (H–Cu2+–H)
(Fig. 5). In these metallo-DNA duplexes, the Cu2+ ions incorporated into each
complex are aligned along the helix axis inside the duplex with a Cu2+–Cu2+

distance of ca. 3.7 Å, as determined by ESR measurement. The Cu2+ ions are
coupled to one another through unpaired d electrons to form magnetic chains.
The electron spins on adjacent Cu2+ centers couple ferromagnetically with
the accumulating Cu2+ ions attaining the highest spin state, as expected from
the lining-up of Cu2+ ions. A proposed structure of a right-handed, double-
stranded structure with a pentanuclear Cu2+ array inside the DNA duplex is
drawn in Fig. 6.

4 Perspectives

The next key challenge in this study is to incorporate increasing numbers of
metal ions into DNA and to provide a general tool for programming hetero-
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Fig. 5. Cu2+-mediated DNA duplex formation from two artificial oligonucleotides
bearing one to five hydroxypyridone bases.

Fig. 6. A plausible structure of a pentanuclear Cu2+ complex aligned within a DNA
duplex.
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geneous metal arrays using DNA templates possessing more than two kinds
of artificial nucleobases. Metal-coordination-driven base pairs in DNA would
not only affect the assembly–disassembly processes of DNA double strands but
also confer a variety of metal-based functions upon DNA. Such a novel struc-
tural motif in DNA will influence research in areas as diverse as nanobiotech-
nology, materials science, and computer science.
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1 Introduction

The current focus on the combination of nanotechnology with biotechnol-
ogy is an important milestone in the fabrication of novel miniaturized struc-
tures. These new devices (single-electron transistors [3, 44], nanoparticle-based
molecular switches [48], and computing devices [68]) consisting of nanowires,
nanotubes, nanocrystals, etc., seem to offer new electrical or magnetic fea-
tures to overcome the problems presented by smaller and faster circuits. Hy-
brid systems of nanoparticles and biomaterials also provide new dimensions
in the rapidly growing research field of bioelectronics. Here the integration of
enzymes [5, 34, 101, 103], antigens-antibodies [6, 87, 96] or DNA [94, 74, 73]
with electronic elements is helping us to develop bioelectronic systems such
as biosensors [102, 104] and artificial organs [77]. These biomolecules have
dimensions in the range of a few nanometers (2 to 100 nm). In addition, their
special applicable features can be used for the application of these molecules
as building blocks for nanoscale architectures, as described below.

1.1 Features and Functions of Biomaterials

The most decisive point for using biomolecules is their capability for specific
complementary recognition. The binding of, for example, an antigen to an
antibody or a protein such as streptavidin to small molecules such as biotin,
is very strong. Because of their special structure and chemical properties,
biomolecules have the ability to self-assemble. Noncovalent interactions such
as van der Waals, electrostatic, or hydrogen bonding lead to a structurally
controlled arrangement of building blocks. The existence of several binding
sites, such as the four binding domains of avidin, allows the construction of
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2D or 3D architectures. Modern molecular engineering provides the ability to
modify biomaterials with specific anchoring groups [71, 70].

1.2 Features of DNA

The widely established technology using DNA makes this molecule a good
choice as a template or building block. The wide toolbox of enzymes (restric-
tion endonucleases, ligases, polymerases, reverse transcriptases, etc.) and the
possibility to synthesize artificial DNA sequences allow the construction of
building blocks of predesigned length, shape, and base ordering. The bind-
ing of metal ions through electrostatic interactions and the intercalation of
components are further unique properties can be used for the assembly of
molecular functional complexes. The addressable binding of different proteins
to specific sequences can act as a shield for such complex binding. This enables
the fabrication of patterned structures. Besides this, DNA exhibits remark-
able mechanical properties and rigidity that can be used for integration into
nonbiological systems such as microstructures.

1.3 Features of Nanoparticles

Metal nanoparticles are available in sizes starting from around 1nm up to sev-
eral hundred nanometers or even microns (so-called microparticles). Both sil-
ver and gold nanoparticles show plasmon absorbance in the visible spectrum.
Their ability to label or stain biological material has been demonstrated, as
well as, their use in the visualization of biological processes. Most properties,
such as the plasmon absorbance mentioned above and also fluorescence of
such particles, are size-dependent. So they represent a tunable tool for optical
applications, for example in biosensors. The use of metal and semiconductor
particles also offers the possibility of integration into electrical devices and
circuits as active components.

2 Immobilization of DNA on Surfaces

The important step in generating nanowires or devices is the positioning of
DNA on planar surfaces or microstructured devices. In this step, the DNA
must be stretched and aligned along a given direction or orientation. The
application of the DNA to the substrate takes place from solution, where
long DNA is in a random-coiled state. A force is required that transforms the
molecules to an extended form. Furthermore, there is a need for attachment
sites to which the DNA can bind during the stretching process to prevent a
snap-back of the molecules. For this reason, all substrates have to be function-
alized. In Table 1 an overview of the important methods for stretching DNA is
given. In the following we shall focus on the fluid-flow-induced methods that
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Fig. 1. Schematic illustration of the procedure for forming a chip-integrated
nanowire: (a) DNA and microstructured chip as building blocks, (b) various stretch-
ing methods, (c) DNA positioned in an electrode gap, (d) binding of metal ions or
particles and subsequent enhancement lead to a metallized nanowire

are used in our workgroup. The work on the optimization of the parameters,
for example, DNA concentration, buffer conditions, and conditions for the sur-
face modification steps, is very important but often tedious. Our experiments
have shown that droplet sizes between 0.5 and 1 μl and DNA concentrations
between 0.6 and 6 ng μl−1 are practicable. Also, surface modification with a
simple PDMS (polydimethylsiloxane) vapor treatment in a petri dish offers
a possibility to obtain suitable surfaces for the stretching and positioning of
DNA strands.

2.1 Immobilization on Mica

A simple method for stretching DNA on mica has been described by Li et
al. [46] and Cherny et al. [15]. The DNA solution is incubated on one side
of the piece of mica for some minutes and then blown off slowly at an angle
of 45◦. The functionalization of the surface is provided by cleavage of the
mica. Subsequently applied magnesium ions are then able to bridge the net
negatively charged surface and the negative backbone of the DNA. However,
mica is not suitable for further technological applications because there is no
easy possibility to contact the immobilized molecules and it is not very stable
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Table 1. Overview of methods for stretching DNA

Force Method

Magnetic Magnetic tweezers Smith et al. [86]
Optical Laser tweezers Perkins et al. [75, 76]
Moving interface Drying droplet Bensimon et al. [7, 8], Jing et al. [39]

Controlled meniscus motion Otobe and Ohtani [69]
Moving meniscus Michalet et al. [60]
Sliding of a coverslip edge Yokota et al. [107]
Gas flow-driven droplet Li et al. [46]
Spin stretching Yokota et al. [108]

Bulk fluid flow Braun et al. [11]
Dielectric Washizu et al. [97], Holzel et al. [36]

for handling. For this reason, there is a need for methods using substrates
such as glass or silicon, which are important technological materials.

2.2 Immobilization on Glass

One of the most important impulses for stretching DNA molecules was the
search for new methods for obtaining obtaining restriction maps of isolated
chromatin and DNA molecules [35]. Optical methods for mapping individual
DNA molecules have been described for yeast artificial chromosomes (YACs)
[13, 14], restriction fragments and cosmid probes [72], and λ-DNA [98, 107],
for example. The idea has been extended to human genomic DNA. One ap-
plication was the mapping of microdeletions in the tuberous sclerosis 2 gene
[60]. Fluorescence-stained stretched DNA can be determined optically with an
accuracy of better than one micron. The literature describes many methods
and variations for the immobilization of DNA in solution on planar substrates.
There are many applications which use the interface between air and liquid.
The DNA strands can be aligned on a surfaces either by the receding menis-
cus of a drying droplet or by simply pulling the substrate out of the solution
in a controlled way. In the first case, the molecules are positioned radially
with a large concentration of DNA in the center of the drop and few ex-
tended fibers/bundles in the peripheral region. The second approach leads to
stretched strands in the direction in which the substrate is moved out of the
solution. As mentioned above, all surfaces need a suitable functionalization
for binding the DNA. Functionalizations usually provide a positive charge to
attract and bind the DNA. The chemicals commonly used are APTES (3-
aminopropyltriethoxysilane) [24], ODTS (octadecyltrichlorosilane) [92], and
PMMA (polymethylmethacrylate) [30].
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2.3 Immobilization on Microstructured Chips

The next step is the integration of DNA strands into technological environ-
ments such as microstructured chips with electrodes or defined electrode gaps.
Bridging such gaps with molecules followed by a metallization step leads to
nanowires with ohmic behavior. Such a process has to be practicable, gener-
ally applicable and reproducible. The binding of the DNA to the electrodes
is typically done by interaction of complementary sequences [11] but can also
be achieved by electrostatic interaction between negatively charged molecule
ends and a positively charged surface on the electrode [52]. Ideally, one DNA
molecule or bundle is immobilized in one gap. Thereby, bundles are made more
stable for further imaging or metallization steps. In a highly parallel process,
using the receding-meniscus method, precise positioning of DNA in several
electrode gaps could be achieved [53]. Here the DNA follows the electrode
structure, and also span the gaps.

Fig. 2. Left: atomic force microscope picture of an immobilized DNA strand in
an electrode gap. Right: Electron-scanning microscope picture of a nanoparticle-
labeled DNA strand, spanning an electrode gap.

3 Nanoparticle Binding on DNA

Owing to their interesting and powerful properties, colloidal nanocrystals or
nanoparticles find wide use in biology and adjacent fields, such as life sciences
and nanotechnology. One main application is use as a label or a stain. To-
gether with biological molecules [64, 61], they can work as building blocks,
enabling the formation of complex patterns and assemblies. Molecular recog-
nition leads, for example, to two-dimensional crystals and tubes [82, 83, 84].
Thereby, DNA can provide a nanoscale scaffold [65, 55], so that it is possi-
ble to build up nanowires of metallized DNA [11, 80, 79], as we shall see in
Section 4. Bioconjugation between DNA and nanoparticles can be performed
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via simple adsorption [27] or with the well-known biotin–avidin system [85].
A very efficient and strong method is the use of thiol groups to attach DNA,
as first described for thiolated oligonucleotides on planar gold surfaces and
later applied to gold nanoparticles [2, 62, 23, 50, 17]. With these techniques,
the nanoparticles were attached to a receptor (the oligonucleotide); now it
is possible to bind these constructs to positions where a ligand (complemen-
tary sequence) is present. This leads to programmable DNA patterns and
opens the way to realizing nanocircuits, possibly using nanocrystals as single-
electron transistors [43] or arranging them in a desired pattern on the surface
[22]. A further simple but smart method is the electrostatic binding of ligand-
stabilized nanoparticles to the DNA backbone. The result is an extended linear
chain-like structure or ribbon-like structure composed of parallel nanoparticles
[95]. Positively charged gold nanoparticles have been used to bind to a DNA
strand spanning a microstructured gap [54]. The arrangement of nanoscale
building blocks on biomolecular scaffolds demonstrated in this way is a viable
approach to obtaining closely spaced assemblies and a step towards biomolec-
ular nanolithography.

4 Metallization of DNA

The last step process described above is the metallization of the aligned DNA
strands. Conductivity is the main requirement for basic electronic building
blocks such as wires, resistors, or p–n junctions. According to the predominant
conventional wisdom, after a long period of dissent among different research
groups, DNA is a poor conductor over longer distances. There are many theo-
ries that describe how such electron transport can work. Fink and Schneberger
[25] reported a direct measurement of electrical current across DNA molecules
that were 600 nm long. They concluded that the inner p-electrons of the base
indicated that the DNA had the properties of good semiconductor. On the
other hand, photoinduced electron transfer experiments showed a poor macro-
scopic electrical conductivity in DNA films [66, 12]. Removal of the water
mantle around the double helix leads to reduced conductivity along lambda
phage DNA and is strongly temperature-dependent around room tempera-
ture [91]. Electronic-structure calculations and direct measurements through
λ-DNA molecules adsorbed on mica exhibit values of 106 Ω cm−1 and also
show a dramatic effect on the measured conductivity which rises to high values
after low-energy electron bombardment [18]. The utility of electrostatic force
microscopy for probing the conductance of DNA has been demonstrated and
has revealed an insulating behavior, in contrast to conducting single-wall car-
bon nanotubes [10]. Measurements between nanofabricated gold or platinum
electrodes with different gap sizes (40500 nm) showed likewise that DNA is
insulating over longer distances [88]. However, there is a consensus that charge
transport takes place over the base pairs and their p-orbitals [28]. There are
many advantages and disadvantages of these different methods but it seems
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very probable that native DNA has to be discarded for electronic circuits,
and replaced by additional materials to provide the desired properties. In ad-
dition, the additional materials should have a geometry similar to that of the
template DNA.

4.1 Metals and How to Obtain Wires from Them

Table 2 shows the metals frequently used in approaches to making nanowire.
Interestingly, all elements applied as nanowires are members of either the
first or the eighth subgroup of the periodic system of elements. All of them
exhibit a very good conductivity and are noble metals so that they can be
easily reduced. The idea is to attach metallic clusters or metal particles to
the DNA and to form so-called “pearl chains”. These can be used in the
next step to form a continuous film on the biomolecule in order to achieve a
conducting wire. The size of such mesoscopic clusters is in the range of the
diameter of a DNA strand. This is important for homogeneous metal coverage
after the enhancement step that will be discussed below. However, a chain
of cationic gold colloids or Cd/S clusters [90] electrostatically bound to the
anionic backbone of the DNA will not lead to a conducting wire, because the
distance between the particles is too large. Therefore, growth of the clusters
until they achieve spatial contact is needed. So, they are usually used as
seeds in a two-step procedure. In this way, Cd/S clusters could be used to
assemble an array of semiconductor nanoparticles matching the shape of the
biopolymer, to form a nanowire [16]. Furthermore, selective localization of
silver ions along the DNA through Ag+/Na+ ion exchange can be used for the
seed-binding step. The recognition capabilities of DNA was used to construct a
metal wire 12 mm long and 100 nm wide, connecting two electrodes [11]. DNA
metallization can also be accomplished by deposition of palladium. Palladium
activates the template to form a continuous palladium film after a reducing
step [79, 19]. The binding of palladium complexes is very similar to the process
of binding of cis-platin, which is very well understood. The use of cis-platin
is very important in cancer therapy. The binding of such complexes changes
the tertiary structure of the DNA. Additionally, the B-structure of the DNA
becomes changed dramatically in the binding region, and base pairs are broken
[47, 67].

4.2 The Final Step Towards Nanowires

The surface of the DNA is now activated with metal complexes or nanopar-
ticles which act as seeds and subsequently as catalysts in the subsequent re-
ducing step, which leads to a homogeneous metal-covered wire where the gaps
between the centers of the metal particles are closed. In the case of palladium,
Richter et al. used a mix of sodium citrate, lactid acic, and dimethylamine
borane [80, 79]. They achieved wires with a diameter of about 50 nm. Some
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Table 2. Commonly used metals for nanowires

Metal Subgroup Wire diameter (nm) Resistance (Ω)

Gold I Keren et al. [41] 50–100 25
Silver I Braun et al. [11, 22] 100 7,000,000
Copper VIII Monson and Wooley [63] 3
Platinum VIII Mertig et al. [57]
Palladium VIII Richter et al. [80, 79] 20

other reducing agents are hydroquinone or sodium borohydrate. Also well-
known enhancement steps are the reduction of silver nitrate or silver acetate
by hydroquinone [32] and the application of tetrachloroauric acid together
with ammonium hydroxide [99, 100]. So, it is possible to deposit silver metal
vectorially along a DNA molecule to obtain electrical functionality. The first
step is the selective localization of silver ions along the DNA through sil-
ver/sodium exchange. This is selective and is restricted to the DNA template
only [11]. The subsequent “development” of these aggregates is done by the
standard photographic procedure, with an acidic solution of hydroquinone
and silver ions under low light conditions [9, 37]. Monson and coworkers [63]
have shown that copper can also be used to form nanowirelike structures with
a height of 3 nm. They deposited copper metal using aqueous copper nitrate
so that the copper(II) was electrostatically associated with the DNA. It was
then reduced by ascorbic acid to form a metallic copper sheath around the
molecule. It was demonstrated that copper nanowires were valuable as inter-
connects in nanoscale integrated circuitry. In ongoing experiments [29] cobalt
nanoparticles have been assembled in situ on a template of double-stranded
DNA to form magnetic nanowires. Palladium ions were bound to DNA and
selectively reduced to zero-valence nanoclusters by deposition of Co(0) in a
dimethylamine borane. The nanowires so formed were several microns long
and 10 to 20 nm thick.

4.3 Sequence-Specific Molecular Lithography

A very novel tool for assembling devices into functional circuits is sequence-
specific molecular lithography on DNA as a substrate, described by Keren et
al. [42]. Here RecA protein binds in a sequence-specific manner and protects
the DNA against metallization. This means that the lithographic informa-
tion for this accurate and stable pattern is encoded in the DNA itself. The
molecular lithography works with high resolution over a broad range of length
scales from nanometers to many micrometers. In another approach, based on
recognition between molecular building blocks, a DNA scaffold is used to lo-
calize semiconducting single-wall carbon nanotubes for the realization of a
self-assembled carbon nanotube field-effect transistor operating at room tem-
perature [41]. It has also been shown [40] that DNA can retain its biological
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functionality during metallization by aldehyde derivatization. So, in this case
the RecA protein protects the DNA molecules in a sequence-specific manner
again and allows complex patterning of molecular-scale electronic circuits.

4.4 Sequence-Specific Molecular Lithography with Nanotubes

As we have seen, carbon nanotubes also play an important role in the field of
molecular nanotechnology. Single-walled carbon nanotubes (SWNTs) which
have been covalently modified with DNA can hybridize selectively with com-
plementary strands, with minimal nonspecific interactions with noncomple-
mentary sequences [33]. These functionalized nanotubes can now act once
again as molecular building blocks. Because of their interesting features and
their behavior as either a metal or a semiconductor, they have emerged as im-
portant materials for nanofabrication, in both electronic devices and sensors.
Controlled and selective localization of SWNTs on aligned DNA molecules
on surfaces was also shown by Wooley and coworkers and could represent
a route to the manipulation and positioning of SWNTs on surfaces. There
are approaches to generating masks for photolithographic processes using a
small number of DNA sequences to build up a structure of any size. So, it has
been possible to assemble carbon nanotube transistors into circuits by using
DNA [20, 21]. This provides an important tool in bottom-up biotemplated
nanofabrication.

5 Concluding Remarks

Since we have been working on the integration of long DNA and nanoparti-
cles, we have seen a great potential for these methods in new approaches to
electronics. However, we have to point out that there remains a lot of work to
be done. All the steps described here are well established as separate proce-
dures. However, the combination of these steps into standard procedures has
not yet been established. First of all, the problem of the parallelization of the
integration of the molecules, which will be very important for commercial or
forward-looking applications, has not been satisfactory solved. This is closely
connected to the problem of suitable surfaces and both their modification
and their functionalization. We have been working a lot on the development
of simple, homogeneous surface modifications, especially on microstructured
chips. But even the simple method of a drying droplet is not completely un-
derstood today. So one has in a large number of samples only a few with DNA
in the desired places, leading to problems of reproducibility and throughput,
and a series of established steps will not always work with the same precision
and efficiency as does every separate step.

“There is plenty of room at the bottom”, but there is also even more work
there.
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Even if Moore’s Law continues to hold, it will take 250 years to fill the per-
formance gap between present-day computers and the ultimate computer de-
termined from the laws of physics alone. Information processing technology
in the post-CMOS era will likely consist of a heterogeneous set of novel de-
vice technologies that span a broad range of materials, operational principles,
data representations, logic systems and architectures. Molecular nanostruc-
tures promise to occupy a prominent role in any attempt to extend charge-
based device technology beyond the projected limits of CMOS scaling. We
discuss the potentials and challenges of molecular electronics and identify the
fundamental knowledge gap that needs to be addressed for a successful intro-
duction of molecule-enabled computing technology.

1 Introduction

The first functioning transistor was invented by Bardeen, Brattain, and Shock-
ley in the late 1940s [8, 127]. It is a bipolar junction transistor (BJT) made
from a small block of germanium. The first integrated circuit (IC) was in-
vented in 1961, which combined monolithic bipolar junction transistors and
passive components on a single chip. This event marked the start of the mi-
croelectronics revolution [68]. The realization of an older transistor principle
– the field-effect transistor (FET) – came about with the metal-oxide-silicon
(MOS) transistor in 1962. After the development of the complementary MOS
(CMOS) circuits, silicon-based MOSFETs nearly completely dominated digi-
tal logic circuits due to the ease of very large-scale integration (VLSI) and low
power consumption [124]. For almost 40 years, the VLSI industry has followed
a steady path of constantly shrinking device geometries and increasing chip
size, resulting in a history of new technology generation every two to three
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years, commonly refered to as “Moore’s Law”. The 2004 International Tech-
nology Roadmap for Semiconductors (ITRS) now extends this device scaling
and increased functionality scenario to the 22-nm technology node in the year
2016, with projected minimum feature sizes below 10 nanometers and chips
with more than 6 billion transistors [159].

Equally remarkable with the CMOS scaling is the fact that most of these
developments have been achieved with the same basic switching element
(MOSFET), the same basic circuit topology (CMOS), and with a limited
number of materials (up to about 15 elements in the 1990s). In many respects,
progress in these areas has been straightford following the design scaling rules
in the sense that no fundamentally new inventions have been needed [29, 7].
However, there is no particular reason why Moore’s Law should continue to
hold: it is a law of human ingenuity, not of nature. Indeed, the current ITRS
roadmap predicts that the scaling of the conventional CMOS technology will
slow down or stop beyond the 22-nm node. Prior to that time, there is a large
number of difficult technological challenges at the materials, device, circuit
and system levels that must be met and overcome, many of which currently
have no known solutions [159, 97, 162, 164]. This is because nanometer-size
MOSFETs are no longer scaled short-channel devices with long-channel be-
havior. They are true nano-scale devices involving the creation and manufac-
ture of objects within the regime of nanotechnology [160].

In contrast to the CMOS scaling, the technological challenges for the infor-
mation processing industry in the post-CMOS era are quite different because
it is far from clear what needs to be done [165, 93]. Nanostructures exhibit
a variety of interesting physical, chemical and biological properties, many
of which can be significantly modified by the processing and environmental
conditions and are not yet fully understood. Progress in innovative device
design thus often has to come hand in hand with progress in fundamental
knowledge of the physics and chemistry of nanostructures. Although there is
a growing consensus that the near-term extension of charge-based device tech-
nology will require a nanodevice technology that is architecturally compatible
with CMOS and functionally supplementing rather than replacing CMOS,
questions remain regarding the best direction to pursue for such nanoelec-
tronics [161]. For example, what is the best functional nanostructures, carbon
nanotubes, silicon/compound nanowires, or molecules, polymers? And what
are the best device concepts, field-effect transistors, single-electron transistors,
quantum-effect devices (resonant tunneling, quantum interference, ...), etc.?
In the longer term, a new nanodevice technology may need to exploit elec-
tron and electronic charge/current in fundamentally new ways that are closely
linked to the use of alternate state variables for representing information.

In general, nanostructured systems may span a broad range of materi-
als, data representations, operational principles, and may function in differ-
ent architectures and on different applications. Independent of the technol-
ogy route that post-CMOS devices take, the operation and performance of
nanometer-size devices will increasingly be governed by atomic-level variations
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in the materials/device structures and processing/environmental conditions.
The prospect of device design through the bottom-up atom-engineering route
of nanotechnology has far-reaching impacts on post-CMOS information pro-
cessing technology either as monolithic systems or as polylithic hybrid systems
interfacing to the scaled CMOS. Molecular nanostructures occupy a promi-
nent role in any attempt to offer significant expansion in device functionality
beyond the end of CMOS scaling.

In this work, we discuss opportunities for information processing based
on quantum engineering of the physical states of molecules. Here we define
a molecule broadly as a unit whose physical (electrical, magnetic, mechan-
ical, optical, ...) and/or chemical (reactivity, solubility, molecular recogni-
tion, ...) properties are sensitive to atomic-scale modification of its struc-
ture and/or environment. Note that such a definition of molecule essentially
covers all nanostructures as defined in the US National Nanotechnology Ini-
tiative (NNI) [166], including atoms, organic molecules, polymers, nanotubes,
nanowires, and nanoparticles, etc. Since the only practical general-purpose in-
formation processing technology (besides the human brain) currently available
is based on silicon devices which use electron and electronic charge/current to
drive electronic circuits performing Boolean logic, we limit our scope here to
charge-based device technology. We don’t consider device technology options
that use fundamentally different physical representations of computational
states such as optical computing and DNA computing. We will not discuss
molecular spintronics either, which forms a separate avenue of research, even
though spin is intrinsically associated with electrons and nuclei.

Before we proceed to the main sections of this paper, we want to emphasize
that our goal here is not to provide a complete survey of molecular electronics
that have been studied or proposed so far, but rather to indentify the critial
research needs in fundamental science that must be addressed in order to ex-
tend charge-based device technology through the molecular/nano-engineering
route. Since any attempt in investigating the potentials of the nanotechnol-
ogy route to information processing should be gauged in reference to both its
ultimate physical limit and the limits of the ultimately scaled CMOS devices,
we start with discussions of the ultimate physical limits to computation and
the physical factors that account for the success of semiconductor technology
and their limits in Sects. 2 and 3, respectively. We discuss the main topic of
the paper, molecular electronics, in Sect. 4. We conclude and summarize in
Sect. 5.

2 Ultimate Physical Limits to Computation

Computers are physical systems, and the laws of physics dictate what they
can and cannot do [71, 79]. Much of the current activities in molecular elec-
tronics has been motivated by Feynman’s pioneering work on the physical
limits of miniaturization and compuation [37, 54]. Therefore we start the in-
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vestigation of molecular electronics with examining the limits that the laws of
physics place on the power of computers. There exists a vast literature on this
topic [107, 43]. Our discussion here follows that of Lloyd [88], which explores
the ultimate physical limits to the computational capacity of a computer with
a mass of 1 kg occupying a volume of 1 litre (the so-called ultimate laptop
computer) as determined by the speed of light c, the quantum scale � and the
thermodynamic scale kB.

2.1 Speed Limits

A digital computer performs computation by representing information in
terms of binary digits or bits with logical states |0〉 and |1〉, and then processes
that information by performing simple logical operations. Any boolean func-
tion can be constructed by repeated application of AND, NOT and FANOUT,
which forms a universal set [54]. During such logical operations, the bits on
which the operation is performed go from one state to another. The maximum
speed per logic operation can thus be determined by how fast a quantum sys-
tem can move from one distinguishable state to another, i.e., the maximum
speed of dynamical evolution. Since the quantum measure of distinguishable
states is the orthogonality of states involved, this is best illustrated by consid-
ering the minimum time needed for the NOT operation, which changes the |0〉
state to its orthogonal |1〉 state or vice cersa. This question is closely related
to the Aharonov–Bohm interpretation of the time–energy Heisenberg uncer-
tainty principle ΔEΔt ≥ � [2, 3]: It is not that it takes time Δt to measure
the energy of a quantum system to an accuracy of ΔE, but rather that a
quantum system with spread in energy ΔE takes time at least Δt = h/4ΔE
to evolve to an orthogonal state [1]. Instead of expressing the speed of dy-
namical evolution in terms of the standard deviation of energy ΔE, Margolus
and Levitin [95] have generalized the result to show that a quantum system
with average energy E (relevant to its ground state energy) takes time at least
Δt = h/4E to evolve to an orthogonal state.

Since the simple logical operations of AND, NOT and FANOUT can all
be enacted in the so-called controlled-controlled-NOT operation [41], by em-
bedding the controlled-controlled-NOT gate in a quantum context it is easy
to show that the maximum speed of logic operation is limited by the energy
input to the logic gate performing the operation as 4E/h. More complicated
logic operations may involve system evolution cycling through a large num-
ber of quantum states. For evolutions that pass through an exact cycle of N
mutually orthogonal states at a constant rate, it has been shown that the
transition time between the orthogonal states is Δt ≥ N−1

N h/2E, or the long-
sequence asymptotic transition time is twice as long as it is for oscillation
between N = 2 states [95]. Applying this result to a 1-kg computer with en-
ergy E = mc2 shows that the ultimate laptop can perform a maximum of
4mc2/h ≈ 5.426× 1050 operations per second [88].
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2.2 Memory Limits

A system with N accessible states can register log2 N bits of information,
so the amount of information that can be registered by a physical system is
related to its thermodynamoc entroy by I = S(E, V )/kB ln 2, where S(E, V )
is the thermodynamic entropy of a system with expectation value for energy
E confined to a volume V . When it is using all its memory space, the ultimate
laptop can perform a maximum number of operations per bit per second of
4E
h / S

kB ln2 ∝ kBT/�, where T = ( ∂S
∂E )−1 is the operating temperature of the

ultimate laptop in the maximum entropy state. A simple estimate of the
maximum entropy for the 1-kg computer in a litre volume can be obtained
by modeling the volume occupied by the computer as a collection of modes of
elementary particles with total average energy E, and the maximum entropy
S(E, V ) is that obtained by calculating the canonical ensemble over the modes
which maximizes S for fixed energy E confined in a fixed volume V with no
constraint on the spread in energy ΔE [9]. Note that this is different from
the canonical ensemble normally used for open systems that interact with a
thermal bath at temperature T . Consequently the temperature T = ( ∂S

∂E )−1

has a different role in the context of calculating the maximum entropy of a
closed quantum system than it does in the case of an ordinary thermodynamic
system interacting with a thermal bath.

At a particular temperature T , the entropy is dominated by the contri-
butions from particles with mass less than kBT/2c2. The particles contribute
energy E = rπ2V (kBT )4/30�3c3 and entropy S = 2rπ2V (kBT )3/45�3c3 =
4E/3T , where r is the number of particles/antiparticles in the species multi-
pled by the number of polarizations multiplied by a degeneracy factor reflect-
ing particle statistics [9]. A simple lower bound on the entropy can be obtained
by assuming the energy and entropy are dominated by black-body radiation
of photons, for which case r = 2 (a recent derivation finds the same ultimate
limits for information encoded using both matter and massless fields [89]).
For a 1-kg computer confined to a 1-litre volume, we find that the maximum
entropy state corresponds to the operating temperature of kBT = 8.1×10−15

J, T = 5.87 × 108 K. The maximum entropy is S = 2.04 × 108 J/K, which
corresponds to an amount of memory space of I = S/kB ln 2 = 2.13 × 1031

bits. When the ultimate laptop is using all its memory space, it can perform
4 ln(2)kBE/S ≈ 1019 operations per bit per second [88].

2.3 Thermodynamics of Computation

The role of thermodynamics in computation is made clear in the intimate link
between information and entropy. Ordinary electronic computers are thermo-
dynamic engines that do work and generate waste heat. Reducing the supply
power and removing the heat produced have been the main technology drivers
throughout the history of computing. However, contrary to intuitive thinking,
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Bennett showed in his pioneering paper [10] in 1973 that it is possible to con-
struct a general-purpose computer using only reversible, i.e., one-to-one logi-
cal operations, therefore allowing in principle dissipationless computing if we
are willing to compute slowly. Energy is dissipated only when information is
discarded. Landauer showed that irreversible, many-to-one operations such as
AND or ERASE require heat dissipation of at least kBT ln 2 for each bit of in-
formation lost [72, 11]. A closely related but separate energy disspiation limit
has been established for communicating information. Again, in the absence of
noise, i.e., interaction between the physical system carrying information and
another uncontrolled physical system, the energy required for transmission
of a unit of information can be made arbitrarily small if we are willing to
do it slowly [73]. But, as shown by Levitin, a minimum energy of kT must
inevitably dissipate in order to transmit a unit of information over a noisy
channel as a result of the interaction with uncontrolled degrees of freedom
(environment) [81]. More recently, similar fundamental limits on the energy
transfer associated with a binary switching transition have been derived in
the context of semiconductor technology by Meindl and Davis [98].

Besides these fundamental energy dissipation requirements, a realistic
computer will inevitably be subject to errors during its operation. Error-
correcting codes can be used to detect these errors and reject them to the
environment at the dissipative cost of at least kBT ln 2 per bit. Typically such
error-correcting operations must be done at a high rate in order to maintain
reliable operation [88, 72, 11]. The thermal load of correcting large numbers
of errors alone can dictate the necessity of operating at a slower speed than
the maximum allowed by the laws of physics [79, 88].

3 Limits of Semiconductor Technology

The discussion of ultimate physical limits to computation does not imply that
we can construct a computer that operates at those limits. For example, it
is inconceivable for present-day technology to control computers operating
at T = 5.87 × 108 K, or close to the temperature at which electrons and
positrons can be produced thermally. Processing, storing and transmission
of information requires that it be represented as the value of some physi-
cal quantitity, and physical laws control the materials and devices that are
used to manipulate information [63, 64]. Contemporary electronic computers
operate at speed, memory and energy dissipation capabilities far lower than
those dictated by the consideration of physical laws alone. From the physical
perspective, such computers operate in a highly redundant fashion. However,
there are good technological reasons for such redundancy.

3.1 What Makes a Good Computing Device

Many ingenious proposals for better computing devices were put forward and
have been the focus of well-funded development efforts as silicon microelec-
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tronics continued its relentless drive toward miniaturization in the past four
decades. But the only general-purpose computers that have ever been built
were built with (in chronological order) electrical relays, vacuum tubes, bipolar
junction transistors and field-effect transistors. So why do so many ingenious
schemes fail to realize their promise in electronic computation? The answer
lies in the vast difference between the conditions in which devices are first
discovered and demonstrated in the laboratories and those in a large system
of many devices [65, 66].

For laboratory demonstration of a simple logic circuit, one needs only to
choose a few proven devices and fine-tune their operating conditions as nec-
essary to make them work well to perform a logic operation. But a large
computer that contains tens of thousands to many millions of devices works
in much less benign conditions. The output of one device is readily input to
another, and so on through thousands of steps or more. A large amount of
communications among the many devices is entailed. There are frequent op-
portunities for a signal to be altered in its passage from one device to another,
suffering attenuation, diffraction, dispersion and cross-talk on the path. The
multiple physical and chemical processes used in mass-production of the large
numbers of components lead to small differences in device characteristics. In
addition, chemical reactions and diffusion lead to additional unpredictable
changes in devices over time, adding to the uncertainty inherent in manufac-
turing.

While the net result of the hazard factors is tolerable in a single logic op-
eration, information must pass sequentially through a large number of stages
in the computing system. Information would soon be lost if the errors intro-
duced were allowed to propagate and accumulate from stage to stage. Digital
representation of information can prevent this by resetting the output of a
device to one of the standard values after each step. The output of a device
may be required as input by other devices. The transmission of a signal to
a multiplicity of destinations is known as fan-out and devices for computers
must be able to provide fan-out. The standarization of signals and fan-out re-
quire that an electrical device controls voltage and current larger than those
needed to operate it, or a device should have both current and voltage gains.
Gain is essential to digital devices in order that the switching transition at
the threshold occupies a small part of the signal swing and allows high noise
margin. In addition, it is desired that a computation in a machine proceed
in one direction, from input to final results. Each device should operate only
on its inputs and not be sensitive to the actions or status of the receipients
of its outputs. This property is known as input–output (I/O) isolation and is
required in computer devices.

The need for I/O isolation, fan-out and high gains puts a severe limitation
on the choice of devices suitable for large computing systems, which was only
satisfied by electrical relays, vacuum tubes and transistors. Careful examina-
tion of all other proposed devices showed that they have difficulty in satisfying
the three conditions simultaneously [65, 66]. Transistors, especially the silicon
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MOSFETs, eventually win out due to their small size, fast speed, operating
stability and low power consumption.

The rest of this section is thus devoted to the challenges and limits facing
semiconductor technology toward the end of the ITRS roadmap as shaped
by the laws of physics. Such limits can be codified at a hierarchy of levels of
materials, devices, circuits and systems [97]. Many review papers have been
written on various limits to silicon technology [97, 162, 164, 116, 40, 39]. We’ll
focus our discussion here only on those aspects of the materials and device
limits of silicon technology that are likely to be relevant to the CMOS-like
route to nanoelectronics through molecular/nano-engineering.

Fig. 1. Schematic illustration of MOSFET scaling

3.2 Materials Limits of Silicon Technology

Materials limits are determined by the properties of the particular semicon-
ductor, dielectric, and metallic materials used but are essentially independent
of the structural features and dimensions of particular devices. There are
three key materials limits: gate stack, including both gate dielectric and gate
electrode, doping in silicon, and contact formation [116].

The gate insulator in a MOSFET needs to be thin compared to the de-
vice channel length (a few percent) in order for the gate to exert dominant
control over the channel potential. But quantum mechanical tunneling of car-
riers through the insulator increases exponentially with decreasing insulator
thickness. This put the limit of silicon dioxide (SiO2) thickness at 1.0 nm or
five atomic layers thick for a sub-20 nm MOSFET operating at 1 V in order
to accomodate standby power requirements in most IC applications [104]. In
addition, not all the applied gate voltage is efficiently coupled to the channel
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due to the polysilicon depletion effects in the gate electrode and quantum con-
finement effects in the silicon substrate, which add aproximately 0.8 nm to the
equivalent electrical thickness in the gate capacitor [116]. One solution is to
introduce high-κ dielectric material which reduces the tunneling current while
maintaining strong gate electrostatic control. But as the dielectric constant of
the insulator increases, the band gap tends to decrease and the band lineup
at the silicon–dielectric interface can be quite asymmetric. To avoid thermal
emission over a Schottky barrier, a barrier height of more than 1 V is needed
for both electron and hole. Another major barrier any new dielectric material
will have to overcome is to achieve almost the same low-defect density as that
of the native Si–SiO2 interface. This puts a significant constraint on the choice
of dielectrics and their processing steps. In addition, many of the new dielectric
materials are unstable in direct contact with silicon and also in the presence
of the polysilicon gate. Thus it is likely that the entire gate stack will have
to be replaced with metal gates replacing polysicon, which has the advantage
of lifting the gate depletion effect. But polysilicon has the advantage that it
can be doped either p-type or n-type, shifting the workfunctions so that it is
suitable for both NMOS and PMOS devices. In contrast, two different gate
metals are needed for incorporation into a CMOS flow with workfunctions
near the conduction and valence band edges, respectively, which complicates
enormously the fabrication process [116].

The second issue is associated with the need of ultra-shallow source/drain
juctions to reduce the parasitic resistance of the source/drain extension re-
gions and the short-channel effect due to the drain electric field extending
through the channel region. This requires increasing the doping density of the
source/drain region while maintaining abrupt doping profile across the sili-
con body. However, the maximum dopant concentration that can be dissolved
in silicon under equilibrium conditions (the solid solubility) is ≈ 2 × 1021

atoms/cm3) (achievable for arsenic at ≈ 1200◦C) [134]. Although transient
laser annealing can introduce arsenic in metastable electrically active con-
centrations near or above the solubility limit, there is an enormous driving
force that tends to deactivate the arsenic during any subsequent thermal cy-
cling [123]. The dominant technology used for doping silicon is ion implanta-
tion, which provides precise control of the placement and quantity of doping
atoms. But the implantation process produces considerable damage in the
silicon substrate as a result of the nuclear collisons involved in the stopping
process. Dopants diffuse by interaction with point defects in the subsequent
thermal anneal to achieve the desired doping profile. The mechanisms under-
lying the defect formation and dopant diffusion process are far from being
fully understood [34].

The third issue is associated with the junction contact formation. Contacts
in silicon technology are normally made with self-aligned silicides containing
heavily doped silicon. This process provides an ohmic contact covering the area
of the source/drain diffusions and minimizes the contact resistance. Further
reducing the contact resistance with decrease of feature size requires increas-



224 Y. Xue, M.A. Ratner

ing the silicon doping and reducing the Schottky barrier height. The doping is
limited by the solid solubility as discussed earlier. Barrier height engineering
in metal–silicon systems remains not fully understood despite its obvious tech-
nical importance. In addition, the silicide formation process consumes the top
portion of silicon as the metal is deposited and reacted to form the silicide.
This can increase the sheet resistance of the source/drain extension region
and also change the dopant structure adjacent to the metal.

3.3 Device Limit of Silicon Technology

Historically MOSFET scaling has been governed by the need to preserve the
good electrostatic behavior at the reduced device dimension, i.e., reducing
supply voltage and gate insulator thickness and increasing doping concen-
tration. The traditional limit of device scaling is thus determined by the ef-
fects that modify the ideal electrostatic contol. These include quantum effects
due to tunneling leakage through the gate insulator, tunneling through the
body-to-drain junction, direct source-to-drain tunneling, thermal effects due
to thermally generated subthreshold current at room temperature and also
the increasing sensitivity to minute fabrication spreads. In addition to such
limits intrinsic to small device size, other limits more intimately connected
to the materials and device structure of the ultimately scaled MOSFET have
been proposed which, as acutely pointed out by Fischetti, suggests changing
the “nature” of the nanometer-size MOSFETs moving toward the sub-10 nm
regime [39].

The most fundamental one seems to be that set by the long-range Coulomb
interaction between the channel electron and the “high-density” electron gas
in the highly doped source, drain and gate electrodes. This is reflected in: (1)
the emission and absorption of the low-frequency plasmon (on the order of
magnitude of meV) in the source/drain by the channel electrons which ther-
malizes the hot-electron distribution in the channel and indirectly reduces the
effective electron velocity; (2) the “Coulomb” drag between the channel elec-
tron and electrons in the gate (also plasmon-mediated) accross the very thin
insulator results in a direct loss of momentum of the channel electrons. Both ef-
fects may contribute to the breakdown of “ballistic” transport widely assumed
in a current theoretical estimate of the MOSFET scaling limit [91]: a short
channel is required for “ballistic” transport, but the increased strength of the
Coulomb interaction will kill it at the outset [39]. Combining with other less
fundamental but equally important effects such as “remote” phonon scatter-
ing in the gate stack and scattering accompanied with substrate engineering,
this may contribute further to the end-of-the-road scaling scenario that there
may not be a single end point for scaling, but instead many end points each
adapting optimally to its particular applications [40].
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4 Molecular Electronics: from Physics to Computing

4.1 Motivation and Definition

Even if Moore’s Law continues to hold, it will take about 250 years of exponen-
tial scaling to fill the gap between the ultimate laptop operating on 1031 bits
at 1051 operations per second and the present-day laptop operating on 1011

bits at 1010 operations per second. Although the ultimate laptop operates at
conditions that does not seem to be contollable at all from present-day tech-
nology, new physical laws may be imagined that turn today’s inconceivable
into tomorrow’s common sense if we remember quantum physics has only 100
years’ history. But we are not concerned with such exotic possibilities beyond
the horizon of current understanding of physical laws. The goal of molecu-
lar electronics is instead to extend the exponential performance increase of
charge-based device technology beyond that perceivable from CMOS scaling
at the projected end of the ITRS roadmap as far as possible based on inno-
vative utilization of functional nanostructures and quantum mechanical laws.

Although many technological barriers exist for which there are currently
no known solutions, the past success of CMOS scaling gives us all reason
to believe that the projected goal of the CMOS scaling in 2016 will be sur-
passed [17], at which the ultimate MOSFET will have gate oxide thickness in
the 1.0-nm range, channel thickness in the 3.0-nm range, and channel length
in the 9.0-nm range 3. Since CMOS technology is the only practical general-
purpose information processing technology (besides the human brain) cur-
rently available, investigation along the molecular electronics route should be
gauged in close reference to the continually scaled CMOS devices in both
its conventional and “nonclassical” forms [16, 76]. In addition, future devices
and their target performance metrics should meet the generic criteria of: (1)
that they need to be of high performance in terms of speed and density while
remaining energy efficient; (2) that they should be structurally stable under
room temperature operation and not be dominated by parametric variations
due to processing and environmental conditions; (3) that they should be scal-
able through multiple generations with integer multiples of performance. In
the near term, they might preferably be capable of integration on a CMOS
platform, but the long-term options should be kept open (remember the 250-
year span!). Consequently we shall consider materials and device issues as-
sociated with both molecular/nano-engineered devices that are structurally
and/or functionally similar to CMOS devices (referred to as the CMOS route
hereafter) and molecular/nano-engineered devices that are configured for in-
formation acquisition, sensing, storage and transmission in ways fundamen-
tally different from the CMOS devices (referred to as the Non-CMOS route
hereafter).

3 Although there is no implication on the scaling limit of the channel width from
the current two-dimensional scaling models, we can reasonably expect it to be
comparable to the channel length.
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In the preface to the first edition of his widely popular textbook on semi-
conductor devices published in 1969, Sze defined a semiconductor device as a
unit which consists, partially or wholly, of semiconducting materials and can
perform useful functions in electronic apparatus and solid-state research [129].
Correspondingly we define a molecular electronic device as a system which
consists, partially or wholly, of individual molecules and can perform useful
functions in electronic apparatus and nanostructure research through atomic-
scale control. We only discuss molecular electronics for applications in informa-
tion processing devices here and leave the discussion of molecular electronics
as an “artificial” laboratory of nanoscopic physics elsewhere [149, 158].

4.2 Molecular Electronics: CMOS Routes

Molecular Transistor

Three-terminal devices, i.e., transistors, have been indispensable for building
digital logic systems based on semiconductor technology due to the stringent
requirement of I/O isolation, large noise margin and signal gain. Molecular
field-effect transistors (MolFET), where the active part of the device is com-
posed of quasi-one-dimensional (Q-1D) nanostructures like carbon nanotubes
or nanowires, have been widely studied that are structurally and functionally
similar to their CMOS analog [163, 6, 96, 22, 23]. Q-1D nanostructures of-
fer additional advantage as alternative channel materials in the CMOS route
since they can function both as active devices and interconnects and thus
have the potential to provide simultaneously two of the most critical func-
tions in any integrated nanoelectronics [25, 83, 153]. Experimental progress
on single devices has been fast and useful simple circuits like inverters, mix-
ers and decoders have been demonstrated [86, 42, 55, 100, 157, 60]. There
are many points of confluence between the technologies of the scaled sili-
con devices and Q-1D nanostructured junctions and transistors, including the
integration of high-κ gate stack, homo(pn)- and hetero-junction diodes and
transistors, substrate engineering (strain) and “non-classical” transistor struc-
tures [83, 153, 57, 58]. Investigation along this route thus provides an ideal
reference point both for exploring novel device design at the molecular scale
and for re-examining the physical principles of semiconductor microelectron-
ics from the bottom-up approach. Here carbon nanotubes and semiconductor
nanowires offer subtle but significant differences in their prospect for post-
CMOS information processing.

Carbon nanotubes (CNT) are hollow cylinders composed of one or more
concentric layers of carbon atoms in a honeycomb lattice arrangement, which
typically have a diameter of 1–10 nm and a length of several nanometers to
several micrometers. In addition to the samll size, CNTs offer some salient
features that make them attractive candidates for electronic devices [6]: (1)
The quasi-1D structure implies a reduced phase space for carrier scattering by
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Fig. 2. Schematic illustration of the device structures of a conventional CMOS
device and a typical nanodevice.

both impurity and lattice vibration. It also leads to distinctly different electro-
static behavior from the planar silicon device which affects both screening and
tunneling. (2) The C-C sp2 bonding leaves no dangling bond on the surface.
In particular, for single-wall carbon nanotubes (SWNTs) all carbon atoms are
surface atoms. CNT electronics are not bound to use SiO2 as an insulator and
novel transistor structures like surrounding gate transistors can be adapted.
(3) The strong C-C sp2 bonding gives CNTs high mechanical and thermal
stability. Current densities ≥ 109 A/cm2 can be sustained. Several critical
issues related to contact, doping and scattering remain to be sorted out for
further development of CNT-based nanoelectronics.

In contrast to silicon MOSFETs, the source, drain and gate electrodes in
MolFETs are made from deposited or lithographically defined metals. The
Schottky barriers at the CNT–metal contacts play a significant role in deter-
mining the transport characteristics [6, 80, 150] (we can also expect that the
Schottky barrier problem will play an increasingly important role as MOS-
FETs scale toward the sub-10nm regime, since the low-frequency plasmon in
the doped source/drain region can be removed by using metal electrodes).
Due to the Q-1D geometry, both the barrier height and barrier shape are im-
portant in determining the relative importance of tunneling and thermionic
emission across the barrier. The recent observation of ohmic contact using
Pd provides a particular challenge [57, 58] as the previous theoretical study
shows a similar Schottky barrier for Pd and Au that have similar work func-
tions. However, the model used assumes only electronic coupling across the
interface with fixed atomic structure. Transition metals including both Ti and
Pd are known to be chemically active attaching to the CNT surface and can
form carbide immediately adjacent to the interface [163, 6]. Recent experi-
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ments have also shown that the Schottky barrier can be significantly lowered
by chemical treatment of the metal–CNT interface [5]. Work will be needed
that extends the theoretical model for better study of the interface chemistry
including structural relaxation effects in the configuration of CNTFET with
different gate structures.

Doping in semiconductors typically implies introducing a shallow impu-
rity atom into the host lattice using ion implantation or thermal diffusion
accompanied by creation of lattice defects [34]. But it may take a fundamen-
tally different approach in CNTs. For example, doping in carbon nanotubes
can be introduced chemically by exposing the CNT surface to alkali metals,
by inserting C60 molecule inside the CNT, by surface functionalization with
molecules/polymers for charge-transfer doping (which is essentially the elec-
tronic basis of sensing). In addition, the doping type can be converted between
p-type and n-type by chemical treatment using, e.g. oxygen and molecular hy-
drogen [163, 6]. Doping in nanotubes can also be introduced physically using
electrostatic gating or contact-induced charge transfer [77]. A “self-doping”
mechanism for intrinsic SWNT caused by curvature induced charge redistri-
bution has also been proposed, which shifts the Fermi-level position inside the
band gap [118]. Despite its obvious importance, comprehensive experimental
and theoretical study and a coherent physical picture of the various doping
mechanisms, including both their electronic and structural consequences, have
not yet appeared. A particularly interesting question in this regard is the op-
timal doping limit in carbon nanotubes through both physical and chemical
doping mechanisms.

The major scattering mechanisms in CNTFET are those due to defects
including dopant, gate stack and phonons. Due to the reduced phase space,
the probability of back-scattering by defects and accoustic phonons is signif-
icantly reduced at low bias compared to planar silicon devices [154, 59, 109].
The absence of reactive dangling bond states at the CNT surface also make it
less likely to suffer significant scattering due to the interface states and charge
traps at the channel–gate interface. But it remains unclear how these favor-
able conditions may be modified at high bias. These include optical phonon
emission by the energetic carrier, the injection of carriers into the gate di-
electric and the resulting gate insulator degradation, remote phonon scatter-
ing between channel electrons and gate phonons, and the structural stability
adjacent to the intrinsic or doping induced defect site. The optical phonon
scattering length has been estimated at ≈ 10 nm [59], but in the absence of a
realistic quantum transport model of electron–phonon coupling in CNTFET,
this result should be taken with reservation [113]. Many fundamental knowl-
edge gaps need to be addressed before we can have a convincing picture of
the performance limit of CNTFETs in comparison to that of the ultimately
scaled MOSFET. The recent report on suspended carbon nanotubes seems to
suggest a cleaner platform for investigating many of the issues involved [14].

A different scenario applies to the nanowire FETs (NWFET), which seem
to be less controversial. The vapor–liqiuid–solid phase growth process using
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nanoclustered catalysts pioneered by the Lieber group has led to the fabri-
cation of single-crystal silicon nanowires [83], where the size distribition of
the nanowires is determined by that of the catalyst nanoclusters. Both n-type
and p-type dopants can be selectively inserted during the nanowire growing
process. This has opened up the scheme of fabricating complementary logic
circuits on the single silicon nanowire, where source/drain electrodes can be
lithographically defined after the doped segments have been grown. Since
the diameter of the nanowires is typically several tens of nanometers, well-
known techniques in forming metallic contacts in planar silicon devices can
be adapted leading to low barrier and low resistance contact [83, 153]. More
recently, innovative techniques have been reported that solve the integrated
contact and interconnect problem through selective transformation of silicon
nanowires into metallic silicide nanowires [144]. The single-crystal metallic
silicides have excellent high conductivity and high failure current, while being
capable of forming atomically sharp metal–semiconductor heterostructures
with the silicon nanowire of similar diameters. This opened up the possibility
of ultra-dense integrated nanosystema that integrate both the active device
area and high-performance interconnect from a single nanowire building block
while inheriting all the knowledge gained in planar silicon devices (in partic-
ular the silicon-on-insulator approach) with minor modifications. In addition,
different elemental, binary and ternary nanowires can be fabricated using the
same vapor–liquid–solid growing process, providing significant design freedom
for system designers [83, 153].

Both carbon nanotube and nanowire field-effect transistors have been
demonstrated showing favorable performance compared with the state-of-the-
art silicon MOSFET, while leaving substantial room for materials and device
design optimization. Carbon nanotubes, even though of much smaller dia-
mater than silicon nanowires, don’t have the advantage of integrated metallic
contact on the single-tube basis. This is because the reduced phase space
and the correspondingly low electron density of states in the metallic SWNT
doesn’t allow rapid relaxation of carriers injected through the channel, which
has to be connected to a larger area metal electrode to allow I/O separation
and efficient heat removal. Athough this may be remedied by using bundles
of metallic SWNT or metal nanowires, further materials and fabrication chal-
lenges need to be resolved in addition to the Schottky barrier problem in such
interfaces. The challenge for nanowire FETs is instead to scale the nanowire to
true molecular dimensions while maintaining scalable performance gain [145].

Molecular Interface to CMOS

Direct integration of molecular functionality with the scaled CMOS technol-
ogy forms a starting point for hybrid top-down and bottom-up approaches.
Such hybrid approaches may combine a level of advanced CMOS lithographi-
cal design patterns that represent designer-defined information and a level of
molecular structures self-assembled with great precision and functional flexi-



230 Y. Xue, M.A. Ratner

bility, which combines the advantages of nanoscale components, such as the
reliability of CMOS circuits and the minuscle footprints of molecular devices,
and the advantages of patterning techniques, such as the flexibility of tra-
ditional photolithography and the potential low cost of nano-imprinting and
chemically directed self-assembly, to enable ultra-dense circuits at acceptable
fabrication costs.

One promising direction is to use molecules as charge storage elements for
nonvolatile memory in the MOSFET structure. Nanocrystal and quantum-dot
memories are examples of flash memories that utilize quantum dots between
the gate and the channel of the field effect transistor to store electrons, which
screen the mobile charge in the channel, thus inducing a change in the thresh-
old voltage or conductivity of the underlying channel [106, 132, 87] The quan-
tum dots are isolated from the gate, and their processing can be accomplished
together with CMOS processing. Both metallic and semiconductor nanocrsy-
tals embedded in the gate oxides have been explored, but to enable reliable
operation utilizing the single-electron effect at room temperature, truly molec-
ular dimension (≈ 1 nm) quantum dots are preferred.

Recent work has demonstrated the integration of fullerenes including C60

and C70 in the gate stack of CMOS technology [44, 45]. An electrically erasable
programmed read-only-memory (EEPROM) type device was fabricated by
effecting molecular redox operations through non-volatile charge injection,
which occurs at a specific potential of the fullerene molecules with respect
to the conduction band of Si at the Si/SiO2 interface. Compared to metal
and semiconductor nanocrystals which have non-negligible size variations, the
monodisperse nature and small size of fullerene molecules leads to large and
accurate step-wise charging into the molecular orbitals and may potentially
provide reliable muti-level storage with electrostatic control.

Alternatively, the body thickness control in the quantum-dot memory can
be solved using CNTFETs which have monodisperse nanoscale cross-sections.
A new nonvolatile memory structure has been reported which uses a back-
gated CNTFET as sensing channel and metal nanocrystals embedded in the
dielectric layer near the SWNT as charge storage media [46]. The gate elec-
trode regulates the charging and discharging of the metal nanocrystal, which
imposes a local potential change on the nanotube channel and alters its electri-
cal conduction. The device shows clear single-electron sensitivity and Coulomb
blockade charging [46].

A closely related concept is to use redox-active molecules self-assembled
on nanowire field-effect transitors for nonvolatile memory and programmable
logic applications [33]. Multi-level molecular memory devices have been demon-
strated using porphyrin molecules self-assembled on In2O3 nanowire transitors
for nonvolatile data storage up to three bits per cell [35, 36]. Charges were
placed on the redox-active molecule. Gate voltage pulses and current sensing
were used for writing and reading operations. Here replacing the gate insula-
tor layer with self-assembled molecular components reduces significantly the
device size, which simplifies fabrication and may avoid potential damage to
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the molecular component during gate stack formation. In addition, different
molecule-nanowire combinations may be chosen leaving enormous room for
design optimization. This seems to be a very promising direction, although
many fundamental questions regarding the nature of the molecular states dur-
ing read and write operation remain to be sorted out.

4.3 Molecular Electronics: Non-CMOS Routes

Molecular Switch

The situation for designing three-terminal switching devices on the molecu-
lar scale becomes much less clear once we move out of the proven domain
of CMOS-like information processing [61]. This is exemplified by the lack of
field-effect transistor effects in devices made from short (≈ 1 nm) molecules,
since effective gate control requires the placement of gates in close proxim-
ity to the molecule (a few angstroms away) while avoiding overlap with the
source/drain electrodes [78]. One approach to demonstrate strong gate control
on such a small scale is to use an electrochemical gate by inserting the device
in electrolytes. Here the gate voltage falls mostly across the electrical double
layer at the electrode–electrolyte interface which is only a few ions thick, and
a strong field effect on the source/drain curent has been observed for a pery-
lene tetracarboxylic diimide molecule 2.3 nm long covalently bonded to two
gold electrodes at a gate voltage of −0.65 V due to the field-induced shift of
molecular orbitals relative to the electrode Fermi level [147]. However, further
increasing the gate voltage causes the device to break down. The electrochem-
ical gating technique has also been applied to CNTFETs [122], but the scaling
characteristics of such electrochemical transistors remains unknown.

Another way of achieving a strong field regulation effect is to put charged
species in close proximity to the molecules. One recent experiment demon-
strated the modification of current–voltage characteristics through a single-
molecule in a STM junction by a nanometer-sized charge transfer complex,
where the electron acceptor is covalently bonded to the junction molecule and
the electron donor comes from the ambient fluid. The effect was attibuted to
an interface dipole which shifts the Fermi level of the substrate relative to the
molecular orbitals [56]. Another approach used a scanning tunneling micro-
scope (STM) contact to styrene-derived molecules grown on a Si(100) surface.
The strong field effect arises from charged dangling bond states on the silicon
surface, the electrostatic field of which shifts the molecular levels relative to
the contact Fermi level. The effect can be modulated by STM manipulation
of the surface charging state or the molecule–charged-centre distance [115].

Switching by mechanical movement of an atom in the molecule was pro-
posed long ago. An ingenious purely mechanical computer has recently been
demonstrated by researchers from IBM, which was made by creating a precise
pattern of carbon monoxide molecules on a copper surface [53]. Tiny struc-
tures, termed a “molecular cascade”, have been designed and assembled by
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moving one molecule at a time using an ultra-high-vacuum low-temperature
STM, that demonstrated fundamental digital logic OR and AND functions,
data storage and retrieval, and the “wiring” necessary to connect them into
functioning computing circuitry. The molecule cascade works because carbon
monoxide molecules can be arranged on a copper surface in an energetically
metastable configuration that can be triggered to cascade into a lower energy
configuration, just as with toppling dominoes. The metastability is due to the
weak repulsion between carbon monoxide molecules placed only one lattice
spacing apart.

To overcome the intrinsically slow speed due to atomic/molecular motion,
a molecular electromechanical switch has been proposed. An early suggestion
of an atomic relay transistor proposed to use the mechanical motion of an
atom to cause conductance change or switching of an atomic wire [138]. The-
oretical calculations suggest a high switching speed of ≥ 30 THz or ≥ 100 THz
if a silicon or carbon atom is used as the switching atom, respectively, where
a displacement of the switching atom by only one diameter would change
the conductance of the atomic wire by orders of magnitude [4, 74]. Such
an atomic relay transistor was recently demonstrated using electrochemical
gate control of silver atoms within an atomic-scale junction [146]. A switch-
ing time of less than 14 μS was estimated. An early molecular version of
an electromechanical amplifer was demonstrated using STM manipulation of
C60 molecules, where current flowing through the C60 molecule can be mod-
ified exponentially upon minute compression of the molecule by the STM
tip. More recently, a molecular version of the atom relay transistor has been
demonstrated based on the rotation of the di-butyl-phenyl leg in a Cu-tetra-3,5
di-tertiary-butyl-phenyl porphyrin molecule, where the intramolecular motion
of the switched leg is controlled mechanically by the tip apex of a noncon-
tact atomic force microscope [103, 90]. The comparison of the experimental
and computed forces shows that rotation of the switched leg requires an en-
ergy of less than 100 × 10−21 J, or four orders of magnitude lower than the
state-of-the-art MOSFET.

The above demonstrations of three-terminal switching devices, although
ingenious and scientifically provoking, do not seem to satisfy the requirements
of I/O separation, gain and fan-out for digital applications and there are no
known schemes for extending them to large-scale integration. Several two-
terminal molecular switching devices have been proposed and demonstrated
based on the reversible conformational change upon application of an electri-
cal field [18, 20, 24, 21, 120, 155]. Different mechanisms have been proposed for
such bistable molecular devices [21, 120, 155, 31, 119, 30]. Other bistable de-
vices showing negative differential resistance have also been observed [75, 49].
The two-terminal bistable devices have a long history in solid state electron-
ics including in particular tunneling and resonant tunneling diodes based on
semiconductor homo- and heterojunctions [130]. Despite the enormous efforts
put into logic design using two-terminal devices, sucess is limited [94]. And it
is now well known that the bistable characteristics are unfavorable for large
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computing systems in many ways [65, 66]. The critical point is that gain in
the bistable logic depends on biasing the circuit close to the threshold so that
the addition of only a small input can cause a large change in the output. This
puts great demands on the precision with which this can be done and gain is
hard to realize in a noisy world with variable components. In addition, there
is no standardization of signal values and there is no convenient inversion
operation. This has forced research innovations in molecular electronics archi-
tecture [52, 13]. Similar objections apply to cellular automata type devices,
for which molecules have been suggested for optimal implementation [65, 66].
In the cellular automata approach, connecting devices together by wiring is
avoided by letting each device interact directly with its nearest neighbors.
Previous research suggests that the capabilities of cellular automata in large
computing systems are limited: they do not allow efficient execution of fre-
quent access to memory and branching to other computational routines be-
cause it interact with distant information by shifting data one step at a time.
It is not clear yet how much advantage molecular self-assembly can bring to
cellular automata or other collective computing paradigms [136].

Molecular Single-Electron Devices

Single-electron devices – in which the addition or subtraction of a small num-
ber of electrons to very small conducting particles can be controlled at the
single-electron level through the charging effect – have attracted much at-
tention from the semiconductor industry as an alternative device technology
that could replace CMOS beyond the 10-nm frontier [48, 84, 85]. The previ-
ous discussion of molecular quantum dot memory has highlighted the potential
advantage of molecular component in single-electron memories. For logic ap-
plications, molecular implementation of single-electron transistors is equally
important since molecular-scale field effect transistors cannot help solve the
key problem of transistor parameter sensitivity to channel length. Research
in the past decade shows that there are two major obstacles preventing the
wide-spread application of single-electron logic: (1) the need to operate at very
low temperature; and (2) the ultra-sensitivity to background charge noise.

The potential size advantage of molecular components to enable room-
termperature operation is obvious. Both theory and experiment show that for
reliable operation of most digital single-electron devices, the single-electron
addition energy (EC) should be approximately 100 times larger than kT [85].
This means that for room-temperature operation, EC should be as large
as 3 eV, or a quantum-dot size of about 1 nm. Molecular electronics offer
a solution to this scaling limit by taking advantage of the bottom-up self-
assembling process. In addition, using molecules with precise chemical com-
position may potentially solve the reproducibility problem in conventional
metal/semiconductor clusters or electrostatically defined quantum dots in the
two-dimensional electron gas (2DEG) due to size and shape fluctuations. Note
that single-electron effects have also been demonstrated using carbon nan-
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otubes, but their larger size makes them less likely candidates for reliable
room-temperature operation [117, 142]. The solution of the random back-
ground charge problem is much more difficult. Note that the electrostatic
potential associated with random charged impurities in the environment is a
problem for any nanoscale devices. But it poses a particularly potent problem
for single-electron devices beacuse of their large charge sensitivity.

A comparison between the conventional approach and several representa-
tive single-molecule-based single-electron devices shows clearly the new phys-
ical processes introduced by the use of molecular-scale components [114, 110,
111, 82, 92, 112]. The molecular-scale dimension of the quantum dot leads to
two intrinsic effects due to the ultra-small size: (1) both the wave function and
the energy of the discrete electron states of the quantum dot depend on the
size, shape and net charging state of the quantum dot; (2) due to the finite
number of degrees of freedom and lack of an efficient relaxation mechanism on
the quantum dot, the quantum dot may stay in a non-equilibrium state and
self-heating may occur during the cycle of single-electron transfer. In addition,
as electrons are added or removed from the molecular quantum dot, both the
shape of the molecule and its position relative to the contacts may be altered.
The electron states of the molecular-scale component are also sensitive to the
atomic-scale change of the environment, e.g., due to presence of surface states
which in turn may be modified by surface adsorption, the presence of impuri-
ties on the contact surface and/or the interaction with neighboring quantum
dots. Treatment of all the above processes goes beyond the conventional the-
ory of single-electron tunneling and is important for quantitative and realistic
evaluation of their figures of merit.

So far, these devices have been formed by techniques excluding practical
fabrication of integrated circuits. But there are good prospects for chemical
synthesis of special molecules that would combine the structure suitable for
single-electron tunneling with the ability to self-assembly from solution on
prefabricated nanostructures with acceptable yield, opening a way to generi-
cally inexpensive fabrication of VLSI circuits. For logic circuits, the random
background charge effects remain hard to overcome. Nevertheless, it has been
suggested that the hybrid molecule-CMOS circuits, or “CMOL” circuits, that
combine a CMOS stack with molecular single-elctron devices interconnected
by nanowires, in defect-tolerant architectures that allow one to either tol-
erate or exclude bad devices, may become the basis for implementation of
novel, massively parallel architectures for advanced information processing,
e.g., self-evolving neuromorphic networks [85]. Such a hybrid approach can
help to solve the low gain of single-electron transitors, but it remains open to
demonstrate reliable high-performance digital circuits.

Molecular Quantum-Effect Devices

Intensive research on semiconductor heterostructures in the past three decades
has generated many novel device concepts based on tunneling, resonant tun-
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Fig. 3. (A) Typical structure and equivalent circuit of conventional single-electron
devices. (B) Self-assembled or bio-directed assembly of single-electron device fabri-
cated through synthetic routes. The nanoparticles are connected to the electrodes
and/or to each other through either organic linkers or biomolecules with molecular-
recognition capability [114, 151]. (C) A quantum dot is formed by a single C60 or
C140 molecule physisorbed between two metal electrodes [110, 112]. The molecule
may start oscillating as discrete charges are added to or extracted from the molecules
through the contact. (D) The quantum dot is a single metal atom embedded within
a larger molecule and connected to the metal contact pads through insulating teth-
ers [111, 82]. (E) The molecule can also be adsorbed on top of a nanowire transistor
which provides the source/sink of single electrons [35].

neling, real-space transfer, hot-electron transport and quantum wave inter-
ference effects, etc., in addition to creating the entire field of mesoscopic
physics [15, 67, 140, 69]. Although they have not generated a real breakthrough
in microelectronics, quoting a sarcastic statement from the mainstream sili-
con community, “heterostructure is and will be the material of the future”,
they provide a foundation and rich source of inspiration for going beyond the
limits of conventional devices through quantum engineering of physical states
in confined systems [128, 38, 143, 27, 50]. Recently they also see a rejuvenated
interest as MOSFET moves toward the sub-10 nm era based on adavanced
silicon-on-insulator (SOI) structures and Si–SiGe heterostructures [156].

Molecules are intrinsically heterostructures. Molecular electronics offer
the ultimate testing ground for quantum-effect devices based on the atom-
engineering approach to heterostructure concepts. Research in this field is
intimately connected to exploiting molecular electronics as an artificial lab-
oratory of new principles of nanoscopic physics [149, 152]. This is still a
vaguely defined area and much fundamental knowledge needs to be sorted
out. But molecular heterostructures already offer multiple device opportu-
nities that are beyond the capability of or at least very difficult to achieve
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in scaled silicon devices. In the case of Q-1D nanostructures, this includes
the possibility of fabricating metal–semiconductor and semiconductor het-
erojunctions with simultaneous band-gap engineering on a single nanotube
and nanowire basis, and the possibility of fabricating Y-junction, T-junction,
branched nanowires and superlattice devices with atomically sharp inter-
faces [83, 153, 144, 145, 153, 148, 139, 101, 108, 131, 102, 135, 19, 32]. Similar
quantum-effect devices can also be implemented on a single-molecule basis
through a synthetic chemistry approach, but can involve very different phys-
ical mechanisms and operation principles [61, 56]. Some examples are single-
molecule heterostructures where a saturated molecular group can be selec-
tively inserted between molecular groups with delocalized orbitals, complex
structured molecules with three-terminal or multiple-terminal configurations
and charge-transfer molecular complexes. In general, electron–vibronic cou-
pling can be strong in such single-molecule devices, whose effects need to be
sorted out. The recent surge of activity on integrating molecular functional-
ity on a semiconductor platform also brings additional functionality through
contact engineering [115, 49, 12, 141, 51] by attaching the molecule to the
surface of a bulk semiconductor, semiconductor quantum well, quantum wire
or quantum dots.

5 Discussion and Conclusion

Central to the vision of nanotechnology is the idea that by developing and
following a common intellectual path — the bottom-up paradigm of nanoscale
science and technology — it will be possible in the future to assemble virtu-
ally any kind of devices or functional systems. Much thus lies in the hands of
chemists and materials scientists, where the goal is to control with atomic pre-
cision the morphology, structure, composition, and size of the nanoscale build-
ing blocks. Next, understanding the physics of nanoscale materials emerging
from synthetic efforts and inserted into the device and system configurations,
i.e., the effect on the operating behavior of nanostructures due to the in-
troduction of contact, functional interface, the application of external forces
and processing/environment-induced parameter variations, is a fundamental
part of the bottom-up paradigm, which defines properties that may ultimately
be exploited for nanotechnologies and enable us to make rational predictions
and define new device concepts unique to nanoscale building blocks. Finally,
to fully exploit the bottom-up paradigm, we must develop rational methods
of organizing building blocks and device elements on multiple length-scales.
This includes not only assembling building blocks in close-packed arrays for
interconnectivity but also controlling the architecture or the spacing on mul-
tiple length-scales, i.e., hierarchical assembly, which must be done within the
context of architectural design [83, 55, 100, 157, 60, 52, 13, 28].

We have focused our attention in this work on materials and memory/logic
devices. But many of the materials and device structures in molecular elec-
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tronics can be easily configured for applications in chemical/bio-sensors and
electromechanical devices [165, 93, 158, 25, 83, 153] In addition, molecular
electronics may play an important role in solving the 3-D interconnect prob-
lem in ultimately scaled nanoelectronic systems [99, 105]. Research progress
in molecular electronics systems is steady and strong, which gives us cause to
believe that functional molecular electronics systems may be practical in 10–
15 years. Challenges to making this a reality are plentiful at every level, some
naturally in the fundamental physics and chemistry of nanoelectronic mate-
rials and devices, but many in architecture and system design. These include
fabricating and integrating devices, managing their power and timing, finding
fault-tolerant and defect-tolerant circuits, and designing and verifying billion-
gate systems. Any one of these could block practical molecular electronics if
unsolved.
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1 Introduction

Hierarchical self-assembly is nature’s solution to the build up of complex struc-
tures starting from components that are orders of magnitude smaller [4]. The
components are brought together in a precisely defined way by recognition
processes based on non-covalent interactions. This offers the possibility for
error correction through a continuous sequence of trial and error steps to
optimize functionality. Under a set of hierarchical assembly instructions, the
functional aggregates produced at each level are the building blocks for the
self-assembly at the next higher level of complexity. The information needed
for the formation of the resulting structures is encoded within the covalent
structure of the subunits.

This integration of components over disparate length scales might include
inorganic matter. The inorganic matter can be a surface upon which the as-
sembled organic structure is transferred from a 3D to a quasi-2D space. This
could lead to functional nanodevices with properties that do not exist, not
only in the individual components but also in the organic assembled structure
alone.

Thiol and silane covalent linkages have so far dominated the field of self-
assembled molecules on solid substrates. On the other hand, if we want to
build up complex molecular constructions under the full control of a sequence
of hierarchical self-assembling steps, also the interface with the solid surface
must rely on a recognition process based on non-covalent interactions.

Much effort is now paid to understanding how the organizational capa-
bilities of biological molecules can be combined with inorganic systems in
self-assembly processes, and to identify the appropriate compatibilities and
combinations of biological macromolecules with inorganic materials.
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Poly- and oligo-peptides can now be genetically engineered to specifically
bind to selected inorganic compounds for applications in nano- and biotech-
nology [1, 2, 16]. Combinatorial biological protocols, that is, bacterial cell
surface and phage-display technologies, have been developed in the selection
of short sequences that have an affinity to (noble) metals, semiconducting ox-
ides and other technological compounds. Although significant advances have
been made in developing protocols for the selection of surface binding polypep-
tides through display technologies, many questions remain before their robust
genetic design and practical applications as building blocks.

These include, for example, the physical and chemical basis for geneti-
cally engineered protein recognition of inorganic surfaces and quantification
of their cross-specificity for diverse materials. New avenues for extensive appli-
cations of proteins to self-assembly of molecular systems in nano- and nanobio-
technology will be opened by a better understanding of these processes.

Along these lines, there has been speculation about the possibility of con-
structing intricate hybrid structures composed of inorganics and proteins (Fig.
1) [9].

Fig. 1. The potential of using genetically engineered proteins for inorganics (GEPI).
Two different GEPI proteins (GEPI-A and GEPI-B) are assembled on ordered
molecular or nanoscale substrates. One could use either a designer protein, fol-
lowed by genetic fusion of the respective GEPIs, or directly assemble GEPIs on the
patterned substrate. The inorganic particles A and B are immobilized selectively
on GEPIA and GEPI-B, respectively. Synthetic molecules (that is, conducting or
photonic) are assembled using functionalized side-groups on the nanoparticles. Size,
shape, separation, and distribution of nanostructural units, as well as self-assembly,
are parameters unique to this approach (from [9]).

The potential of using genetically engineered proteins for inorganics (GEPI).
Two different GEPI proteins (GEPI-A and GEPI-B) are assembled on ordered
molecular or nanoscale substrates. One could use either a designer protein,
followed by genetic fusion of the respective GEPIs, or directly assemble GEPIs
on the patterned substrate. The inorganic particles A and B are immobilized
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selectively on GEPI-A and GEPI-B, respectively. Synthetic molecules (that
is, conducting or photonic are assembled using functionalized side-groups on
the nanoparticles. Size, shape, separation, and distribution of nanostructural
units, as well as self-assembly, are parameters unique to this approach (from
[9]).

Our understanding about recognition mechanisms between DNA and inor-
ganic materials is still far behind with respect to the case of proteins. Nucleic
acid bases are differently adsorbed on the surface of crystalline graphite. The
adsorption behavior of the bases on this surface is markedly different. The
equilibrium adsorption isotherms for the nucleic acid purine and pyrimidine
bases dissolved in water describes an elutropic series: guanine > adenine >
hypoxanthine > thymine > cytosine > uracil [15]. On the other hand, this
wealth of data regarding the adsorption of the single nucleic acid bases is not
significant for the issue of the DNA interaction with crystalline surfaces. In
DNA the bases are buried inside the double helix, and the dominant interac-
tion of a DNA segment with a surface is likely to be mostly sustained by the
negatively charged phosphates.

2 A Crystal Surface Recognizes the T-Rich Face of
Curved DNA Chains

The existence of some recognition process between a DNA chain and a crystal
surface might have been inferred many years ago on the basis of the data that
made it possible for [6] to determine the pitch of the DNA double helix.

They observed that a pool of nucleosomal DNA tracts of about 146 bp, ob-
tained by chromatin differential digestion, when adsorbed on inorganic powder
surfaces, show Dnase I cutting sites with 10.6 bp periodicity in foot-printing
experiments.

However, in the absence of differential interactions of the sequence with
the surface, a DNA chain should be adsorbed with many equally probable
orientations and as a consequence the protection from the Dnase cleavage by
the surface should be cylindrically averaged.

Thus, they justified the experimental evidence of the preferential phasing
of the nucleosomal DNA chains under investigation by assuming the DNA
phasing is due to preferential anchorage of the terminals to the surface.

An alternative explanation is possible. Nucleosomal DNAs are usually
characterized by phasing of AA-rich sequences [3] that generally produces
DNA curvature and, as a consequence, differential prochiral interaction with
the crystal surfaces, as will be illustrated. In fact, an intrinsic DNA curvature
is not only able to hinder the rotation of the chain upon its deposition on a
surface, but it can also ensure a recognition mechanism of the DNA sequence
by a crystal surface.

More recently, it has been recognized that the intrinsic curvature in a
DNA segment defines an average plane (Figs. 2a,b) and that the two sides
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of faces of this plane are chemically different. Their difference is due to the
different spatial distribution of the dinucleotide steps that give rise to the chain
curvature. For instance, in a strongly curved fragment like that of Crithidia
fasciculata, its almost planar structure has one A-rich face while the other is
T-rich. This segregation of the complementary bases on the two faces is the
result of the recurrence of the A-tract that is phased with the helical winding
(see Fig. 2c).

Fig. 2. Predicted 3D structure of the curved segment of Crithidia fasciculata
(http://archimede.chem.uniroma1.it/webdna.html). (a) View along a direction
nearly perpendicular to the curvature plane. (b) View along a direction almost par-
allel to the curvature plane, the segregation of adenines and thymines on the two
faces of the curvature plane is clearly visible: red adenine, blue thymine, green gua-
nine, yellow cytosine. (c) The base sequence of the molecule shown in (a) and (b)
(from [7])

3 The Strategy of the Palindromic Dimers

A curved DNA tract can deposit on mica on either of the two faces generated
by the intrinsic curvature. The direct observation (with electron microscopy,
EM, or scanning force microscopy, SFM) of this segment does not allow the
preferred face of adsorption, if any, to be identified, because it is not possible
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to read the direction of the sequence. The strategy that was used in [7] to
determine the preferred adsorption face is shown schematically in Fig. 3.

Fig. 3. (a) The oppositely colored faces of a thin square object can not be dis-
tinguished by form alone. (b) The two oppositely colored faces of a chiral object
obtained by fusing two copies of an object as in (a). In this case, the face (white or
black) shown can be distinguished by the morphology of the object, even if the color
could not be distinguished. (c) A palindromic DNA dimer made with a curve DNA
section is expected to have the same property as the model in (b) when flattened on
a surface in an S-like shape: the face can be recognized without reading the direction
of the base sequence (from [7]).

Likewise the case of the curved segment just discussed, the two faces of a
square thin object (for example, a paper square), one black and one white, can
only be distinguished by their colors, since they have the same shape. On the
other hand, with the colored square, if a new object is built by linking two of
these squares to make a chiral shape like that in Figure 3b, the two prochiral
faces of this thin object can be distinguished on a purely morphological basis:
just from their shape. DNA palindromic dimers of a strongly curved DNA
segment are like the prochiral objects in Fig. 3b. In this case we will be able
to recognize the face upon which the single palindromic molecules deposit
on mica if we can read their shape. By depositing a sample of linear DNA
molecules on the surface of a mica crystal, the traces of the trajectory of the
double-helical axis of the individual deposited dsDNA chains can be obtained
by imaging the sample by SFM. The curvatures of the single dsDNA molecules
can thus be mapped along the chain. By computing the curvature from the
angular chain deflections along a large number of profiles, by then averaging
the values over the whole ensemble of profiles, and by plotting the resulting
averaged values as a function of the (fractional) position along the chain, cur-
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vature plots are obtained for each palindromic structure under investigation
[18, 11, 8].

4 Experimental Evidence of DNA Sequence Recognition
by Mica Surface

Two Crithidia segments, like those in Fig. 3, were ligated either in the tail-to-
tail (Fig. 4) or in the head-to-head (Fig. 5) orientation and two palindromic
dimers were constructed.

Fig. 4. Pictorial representation of the tail-to-tail DNA palindromic construct. The
DNA monomers are composed in a palindromic fashion and sketched as curved
ribbons with directionality defined by the sequence. The two opposite DNA faces
are indicated with different gray intensities. In (b), contrary to (a), the different
extent of the local curvature due to the differential interaction of the two monomeric
faces with the surface is taken into account. The dyadic symmetry is thus lost and
the C-like shape is, more correctly, expected to be G-like, instead.

In 3D, the dyad axis, which characterizes the averaged shape of the palin-
dromic DNA dimers, can be oriented along any direction of space with respect
to the average plane of the curved tracts. This statistical symmetry constraint
also persists when the molecules are flattened on a crystal surface, such as mica
in SFM images, but only two alternative directions of the dyad axis are al-
lowed, parallel or perpendicular to the surface plane. In the former case both
curved halves of the molecule have the same sign of the curvature sign; in the
latter case the two curved halves have curvatures opposite in sign. We called
these symmetry species C-like shape and S-like shape (or S*, the asterisk in-
dicating the mirror image), respectively, because the curves are isomorphous
with these letters (Figs. 4a, 5a). The C-like molecules will be characterized
by two positive curvatures or two negative ones, depending on which end is
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Fig. 5. Pictorial representation of the head-to-head DNA palindromic construct.
See legend of Fig. 4.

chosen as the starting point of the molecule (but the sequence associated will
be the same, thanks to the palindromicity). On the contrary, the two main
curvatures will be oppositely signed in an S-like or an S*-like shape; either
with a positive followed by a negative one (S-shape), or by a negative fol-
lowed by a positive one (S* shape), independent of the direction of which end
is chosen as the starting point of the molecule. These two possibilities are the
result of the adhesion of the three-dimensional dimeric molecules on either of
their two opposite faces. In the case of C-shaped molecules (Figs. 4a, 5a), the
two faces are equivalent, instead, because within either face one half exposes
a sequence complementary to that of the other.

We collected a large pool of SFM images (about 1500) of two palindromic
DNA constructs containing the curved tract of Crithidia fasciculata, bridged
head-to-head and tail-to-tail to obtain two palindromic dimers. The curvature
was evaluated along all the recorded molecular profiles and averaged over all
of them according to [18, 11, 8].

The average over the whole set of profiles however, did not vanish, as
should be expected on the basis of equal populations of the four subclasses
depicted in Figs. 4a or 5a. The two palindromic dimers exhibited the curvature
profiles reported in Fig. 6: the sigmoidal shapes are similar, but oppositely
signed.

The non-zero curvature profiles in Fig. 6 thus monitor the imbalance of the
subpopulations of the different symmetry classes. This result proved that the
surface preferentially binds one of the two different faces of the curved DNA
tracts (see Fig. 3) and in principle can differently modify their curvature. This
is pictorially illustrated in Figs. 4b and 5b.

We have seen that the two faces of the monomeric curved tracts expose
either A-rich or T-rich sequences (Fig. 2). By analyzing the shape assumed
by two large sets of the two palindromic dimers of the Crithidia fasciculata
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Fig. 6. SFM ensemble average curvature profiles of the head-to-head and the tail-
to-tail DNA palindromic dimers. The inversion of sequence direction results in an
inversion of the sign of curvature.

fragment, it turned out that the face that both dimers expose preferentially
to the mica is the T-rich one [8, 17].

5 How Effective Is This Recognition Process?

In order to answer this question we must characterize the subpopulations of
the different classes and compare in particular that of S with that of S*.
A more precise analysis of the expected shapes for the different classes has
recently been performed [10].

We have also accounted for the presence of differential interactions be-
tween the two faces on each monomer and the surface. This is expected to
change the symmetry of the models depicted in Figs. 4 and 5. In fact, such
differential interactions can affect the curvature and flexibility, namely the in-
trinsic mechanical properties of the single monomeric units within each dimer.
In particular, the S and S* shapes should retain the dyad axis and the intrin-
sic anti-symmetry of the curvature functions but their shapes and the related
curvatures will no longer be quantitatively equivalent because of the differ-
ent interactions with the surface. Thus, the two faces of G-shaped molecules
being physically equivalent, they must be present on the surface in the same
number but their contribution to the curvature will be equivalent to those of
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Fig. 7. Predicted curvature profiles of the S,S*, G and G* symmetry classes of
tail-to-tail and head-to-head palindromic dimers as sketched in Figs. 4b and 5b.
Note the inversion of curvature signs of the two halves of the molecule when the
tail-to-tail dimer is formally transformed in the head-to-head dimer.

S+S* [10]. In fact, the expected curvature profiles will be as those represented
in Fig. 7 for the tail-to-tail and head-to-head dimers. These predicted profiles
were perfectly confirmed by those obtained experimentally (see Fig. 8) by
classifying all the profiles in the four subclasses, according to their shapes,
and then by averaging the curvatures plots within each subclass.

The classification of the different molecules in the subclasses indicates that
the T-rich face was deposited up to 12 times more frequently than the other.

Therefore, the recognition effect is strong and the differential adhesion of
DNA to mica not only privileges one face with respect to the other but also
modifies its curvature.
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Fig. 8. SFM ensemble average curvature profiles of the tail-to-tail palindromic DNA
dimer after shape classification. The curvatures of the species are coded as in the
inserted legend.

6 From Statistics to Determinism

One can tailor possible applications of this recognition effect to the self-
assembled integration of inorganic material in the construction of complex
DNA-based nanostructures. On the other hand, this effect has been so far
characterized on a statistical basis only. With the aim of building determin-
istically designed nano-objects, rigid DNA structures must be brought into
play. These should exhibit the same segregation of complementary bases that
takes place on the two faces of a curved molecule (Fig. 2). One possibility
is offered by the structures composed of multiple blocked Holliday junctions
developed by Seeman [5, 12, 13, 14]. If four blocked junctions are arranged
in a DNA parallelogram of the kind sketched in Fig. 9, then the shape of the
resulting object is determined precisely by the size of the arms and by the
number of parallelograms that are assembled together in the nano-object (for
instance via sticky ends).

Within each parallelogram arm, the base sequence can be made of phased
A-tracts (see Fig. 8), so that all adenines will be on one side of the par-
allelogram plane, while all thymines will be on the other. Since the DNA
parallelogram is really a 4 nm thick object (like 2 logs of wood lying at an
angle on two others) then one can design the phase of the A-tracts so that one
parallelogram can lie flat on either two A-rich DNA sides, or on two T-rich
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Fig. 9. Parallelogram with a segregation of A and T bases on its two faces.

DNA sides. Studies of the interaction of these structures with flat surfaces are
under way in our laboratories.
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The generation of semisynthetic DNA–protein conjugates allows one to com-
bine the unique properties of DNA with an almost unlimited variety of func-
tional protein components, which have been tailored by billions of years of evo-
lution to specifically perform catalytic turnover, energy conversion, or translo-
cation of other components. In particular, semisynthetic proteins conjugated
with single-stranded DNA oligomers offer the possibility to functionalize DNA
arrays with a protein content, taking advantage of the specific Watson–Crick
base pairing. This chapter summarizes the current state of the art of the syn-
thesis of such hybrid DNA–protein conjugates and their applications in DNA
nanotechnology. The perspectives arising from this approach include the fab-
rication of nanoscale elements for the sensing and transduction of biological
recognition events.

1 Introduction

Nature has evolved incredibly functional assemblages of proteins, nucleic acids
and other (macro)molecules to perform complicated tasks that are still daunt-
ing for us to try to emulate. Biologically programmed molecular recognition
provides the basis of all natural systems, and the spontaneous self-assembly
of the ribosome from its more than 50 individual building blocks is one of
the most fascinating examples of such a process. The ribosome is a cellu-
lar nanomachine, capable of synthesizing polypeptide chains using an RNA
molecule as the informational template. The ribosome spontaneously self-
assembles from its more than 50 individual building blocks, driven by an

∗ I wish to thank Deutsche Forschungsgemeinschaft and Fonds der Chemischen
Industrie for financially supporting our work.
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assortment of low-specificity, noncovalent contacts between discrete amino
acids of the protein components, interacting with distinct nucleotide bases
and the phosphate backbone of the ribosomal RNA. The structures of the
ribosomal subunits have recently been resolved at atomic resolution, and the
atomic structures of these subunits and their complexes with two substrate
analogs have revealed that the ribosome is in fact a ribozyme [26]. Our knowl-
edge of the atomic structure of this complex biological nanomachine not only
satisfies our desire to fundamentally understand the molecular basis of life,
but it also further motivates research to emulate natural systems in order to
produce artificial devices of entirely novel functionality and performance.

Biological self-assembly has stimulated biomimetic “bottom-up” approa-
ches to the development of artificial nanometer-scale elements, which are re-
quired commercially to produce microelectronic and micromechanical devices
of increasingly small dimensions in the range of ∼ 5 to 100 nm. In this re-
gard, Nadrian Seeman suggested early that one should fabricate synthetic
nanometer-sized elements from biomolecular building blocks [60], and nowa-
days DNA is being extensively used as a construction material for the fabri-
cation of nanoscale systems [61]. The simple A–T and G–C hydrogen-bonding
interactions allow the convenient programming of DNA receptor moieties,
which are highly specific for the complementary nucleic acid. Another very
attractive feature of DNA is the great mechanical rigidity of short double
helices and its comparably high physicochemical stability. Moreover, Nature
provides a comprehensive toolbox of highly specific ligases, nucleases and other
DNA-modifying enzymes, which can be used for processing and manipulating
the DNA with atomic precision, and thus for molecular construction on the
nanometer length scale.

The generation of semisynthetic DNA–protein conjugates allows one to
combine the unique properties of DNA with an almost unlimited variety of
protein components, which have been tailored by billions of years of evo-
lution to perform highly specific functions, such as catalytic turnover, en-
ergy conversion, or translocation of other components. In particular, semisyn-
thetic proteins conjugated with single-stranded DNA (ssDNA) oligomers, of-
fer the possibility to functionalize DNA arrays with a protein content, tak-
ing advantage of the specific Watson–Crick base pairing [36, 38]. This chap-
ter summarizes the current state of the art of the synthesis of such hybrid
DNA–protein conjugates and their application in DNA nanotechnology. This
approach can be used for the self-assembly of high-affinity reagents for im-
munoassays, nanoscale biosensor elements and the biomimetic “bottom-up”
fabrication of nanostructured array devices.
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2 Immobilization of Proteins by Means of DNA
Hybridization

Protein microarrays are currently being explored as tools in proteome re-
search and are highly attractive as miniaturized multianalyte immunosensors
in clinical diagnostics [76, 5, 66]. The miniaturization of ligand-binding as-
says not only reduces costs by decreasing reagent consumption but also leads
to enhanced sensitivity in comparison with macroscopic techniques. Recent
applications of protein microarrays include high-throughput gene expression
and antibody screening [30], analysis of antibody–antigen interactions [8], and
identification of the protein targets of small molecules [31]. Whilst DNA mi-
croarrays can be easily fabricated by automated deposition techniques [44], the
stepwise, robotic immobilization of multiple proteins on chemically activated
surfaces is often obstructed by the instability of most biomolecules, which
usually reveal a significant tendency towards denaturation. DNA-directed im-
mobilization (DDI) provides a chemically mild process for the highly parallel
binding of multiple delicate proteins to a solid support, using DNA microar-
rays as immobilization matrices (Fig. 1a) [51, 45, 28]. Because the lateral
surface structuring is carried out at the level of stable nucleic acid oligomers,
the DNA microarrays can be stored almost indefinitely, functionalized with
proteins of interest via DDI immediately prior to use, and subsequent to hy-
bridization, regenerated by alkaline denaturation of the double-helical DNA
linkers. As an additional advantage of DDI in immunoassay applications, the
intermolecular binding of the target antigens by antibodies can be carried out
in a homogeneous solution, instead of in a less efficient heterogeneous solid-
phase immunosorption process. Subsequently, the immunocomplexes formed
can be site-specifically captured on the microarray by nucleic acid hybridiza-
tion [54].

The reversibility and site selectivity of DDI enables a variety of applica-
tions, including the recovery and reconfiguration of biosensor surfaces, the
fabrication of mixed arrays containing both nucleic acids and proteins for
genome and proteome research, and the generation of miniaturized biochip
elements [34]. Recent adaptations of DDI include the use of synthetic DNA
analogs, namely pyranosyl–RNA oligomers, as recognition elements for the
addressable immobilization of antibodies and peptides [70] and the DNA-
directed immobilization of hapten groups for the immunosensing of pesticides
[4]. Recently, the DDI method has been applied in functional genomics to
identify the members of a small-molecule split-pool library which bind to pro-
tein targets [73, 72, 17, 11, 71]. In this approach, libraries of peptide ligands
are encoded by peptide–nucleic acid (PNA) tags. After the library has been
incubated with a mixture of potential binding proteins, the PNA tags are
then used for the deconvolution of the library using DNA microarrays. These
approaches have recently been reviewed elsewhere [27].

DDI has also been applied to inorganic gold nanoparticles thereby en-
abling the highly sensitive detection of nucleic acids in a DNA microarray



264 C.M. Niemeyer

format [65, 56]. This approach has opened the door to a large number of com-
mercially relevant applications in the area of bioanalytics, which have recently
been reviewed elsewhere [59]. With respect to further miniaturization, Demers
et al. have adapted the DDI approach to surface nanostructuring by “dip-pen”
nanolithography (DPN) [10]. DPN employs an SFM tip to “write” thiolated
compounds with less than 30 nm linewidth resolution on gold substrates [15].
The direct writing of thiol- and acrylamide-modified oligonucleotides [9] al-
lows the production of nanostructured DNA arrays, which can be used as an
immobilization matrix for use in DDI.

Nanostructuring based on the self-assembly of DNA junctions and tile
motifs might offer an even more powerful way to fabricate high-densitiy pro-
tein arrays (Fig. 1b). Initial attempts in this direction took advantage of 2D
nanogrids, consisting of four-arm junctions, which contained regular arrange-
ments of biotinyl groups. Incubation with the biotin-binding protein strepta-
vidin (STV) led to the formation of periodic protein arrays [74, 55]. These
examples demonstrate that a DNA nanoarchitecture can be used as a scaffold
for arranging proteins, and it will be straightforward to extend this approach
to DNA grids containing programmable sites for protein immobilization. In
this respect, DDI-based techniques will be an option for fabricating nanoscale
functional devices composed of DNA grids which are decorated with several
different proteins.

(a)

(b)

Fig. 1. (a) Schematic drawing of the DNA-directed immobilization (DDI) method.
A microrarray of captured oligonucleotides is used as an immobilization matrix for
site-specific binding of proteins tagged with complementary nucleic acid oligomers.
Note that owing to the specificity of Watson–Crick base pairing, many different
compounds can be site-specifically immobilized simultaneously in a single step. Re-
produced from reference [27], with kind permission; (b) Illustration of a possible
implementation of the DDI method to functionalize DNA nanoarrays with proteins.
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3 Functional Multiprotein Assemblies

The concept of using DNA as a framework for the precise spatial arrange-
ment of molecular components, initially suggested by Ned Seeman [60], was
experimentally demonstrated by positioning several of the covalent DNA–STV
conjugates 4 along a single-stranded nucleic acid carrier molecule containing
a set of complementary sequences (Fig. 2) [51]. The covalent conjugates 4
can be used as versatile molecular adaptors because the covalent attachment
of an oligonucleotide moiety to the STV provides a specific recognition do-
main for a complementary nucleic acid sequence in addition to the four native
biotin-binding sites. For instance, supramolecular DNA–protein nanostruc-
tures (e.g., 5 in Fig. 2) have been assembled as model systems to investigate
the basic principles of the DNA-directed assembly of proteins [51, 47]. These
studies showed that, in particular, the formation of intramolecular secondary
structures in the nucleic acid components often interferes with the effective
intermolecular formation of the supramolecular DNA–protein assemblies [33].

The DNA-directed assembly of proteins can be applied to fabricate ar-
tificial, spatially well-defined multienzyme constructs, which are not accessi-
ble by conventional chemical crosslinking. In biological systems, multienzyme
complexes have mechanistic advantages during the multistep catalytic trans-
formation of a substrate because reactions limited by the rate of diffusional
transport are accelerated by the immediate proximity of the catalytic centers.
Furthermore, the “substrate channeling” of intermediate products avoids side
reactions. As an example, STV conjugates 4 were used to assemble surface-
bound bienzymic complexes, such as 8 in Fig. 2, from biotinylated luciferase
and oxidoreductase [49]. The total enzymatic activities of the oxidoreduc-
tase/luciferase bienzymic complexes, which catalyze the consecutive reactions
of flavinmononucleotide reduction and aldehyde oxidation, depended on the
absolute and relative spatial orientation of the two enzymes. Not only are such
studies useful for exploring proximity effects in biochemical pathways, but also
the investigation of artificial multienzymes will allow the development of novel
catalysts for enzyme process technology, capable of regenerating cofactors or
of performing multistep chemical transformations of cheap precursors into
drugs and fine chemicals.

With respect to synthetic nanosystems and materials science, the devel-
opments in the DNA-directed organization of semiconductor and metal nan-
oclusters [59, 63, 35, 22, 7, 52] have stimulated the application of DNA–STV
conjugates 4 to organizing biotinylated gold nanoclusters to generate novel
biometallic nanostructures, such as 6 in Fig. 2 [47]. Given that the conjugates
4 can be used like components of a molecular construction kit, functional pro-
teins, such as immunoglobulins, can be conveniently incorporated into these
biometallic nanostructures. A proof of feasibility was achieved by the assem-
bly of the IgG-containing construct 7 (Fig. 2), capable of specifically binding
to surface-immobilized complementary antigens [47].
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These experiments clearly demonstrate the applicability of DNA-directed
assembly to constructing functional hybrid devices from biological, bioorganic
and inorganic building blocks. Similar approaches should allow the fabrica-
tion of even more complex structures, based on 2D or even 3D DNA scaffolds,
such as those described by Ned Seeman and coworkers [38]. For instance, the
“truncated octahedron”, a DNA polyhedron containing 24 individual oligonu-
cleotide arms at its vertices [75], could, in principle, be used as a framework
for the directional positioning of 24 different proteins, inorganic nanoclusters
and/or other functional molecular devices.

4 Synthesis of Semisynthetic DNA–Protein Conjugates

4.1 DNA–Streptavidin Conjugates

Motivated by the broad range of potential applications described above,
our research interests have concerned the synthesis of semisynthetic DNA–
protein conjugates [38]. Initial work focused on the synthesis of covalent DNA–
STV conjugates 4 [51], which were accessible from thiolated oligonucleotides
2 and STV 1 using the heterobispecific crosslinker sulfosuccinimidyl 4-[p-
maleimidophenyl]butyrate (sSMPB, 3, in Fig. 2). The conjugates 4 can be
used as molecular adaptors to readily modify biotinylated proteins with an ss-
DNA oligomer. Hence, various applications of 4 were explored, including their
use as building blocks for the fabrication of artificial protein nanostructures
[51, 47, 49, 46, 39] and in protein microarray technologies [51, 45, 54, 68, 69].
The covalent conjugates 4 were also used to functionalize DNA-coated gold
nanoparticles with DNA–antibody conjugates, following the same principle as
implemented in the DDI technique [48]. The resulting hybrid components were
used as reagents in sandwich immunoassays, and readout by gold-particle-
promoted silver development allowed the spatially addressable detection of
fmol amounts of chip-immobilized antigens [48, 18].

In addition, noncovalent DNA–STV conjugates obtained from biotinylated
DNA and STV have been intensively investigated in our group. These DNA–
STV conjugates are applicable as modular building blocks for the generation of
novel immunological reagents for ultrasensitive trace analysis of proteins and
other antigens by means of the immuno-PCR (IPCR) methodology [42, 53, 1].
IPCR combines the specificity of an antibody-based immunoassay with the
exponential amplification power of the PCR, thereby leading to a 1000-fold-
enhanced sensitivity, as compared with standard ELISA techniques. With its
broad scope of application, ranging from the detection of proteins [3] to small
molecules [2], IPCR is a prime example of how biomolecular nanostructures
can add new performance to the well-established immunoassay methodology
of biomedical diagnostics [43]. Some other applications of self-assembled non-
covalent DNA–STV conjugates concern the emerging field of nanobiotechnol-
ogy. For instance, these conjugates have been used as model systems for ion-
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Fig. 2. Synthesis of covalent DNA–STV conjugates 6 by coupling of 5′-thiol-
modified oligonucleotides 8 and streptavidin 1 using the heterobispecific crosslinker
sSMPB 9. A number of conjugates 6 with individual oligonucleotide sequences (e.g.,
6(a)–(f)) self-assemble in the presence of a single-stranded carrier nucleic acid, con-
taining complementary sequence stretches, to form supramolecular conjugates, such
as 10 [51]. Following this strategy, the biometallic aggregate 11 has been fabricated
from 6 loaded with biotinylated 1.4 nm gold clusters [47]. The functional antibody-
containing biometallic construct 12 was obtained from gold-labeled 6 and a conju-
gate obtained from 6 and a biotinylated immunoglobulin. The gold cluster conjugate
and IgG-conjugate were previously coupled in separate reactions [47]. In a related
approach, two STV conjugates 6 were coupled with biotinylated enzymes to allow
the spatially controlled DNA-directed immobilization of the functional bienzymic
complex 13 [49].

switchable nanoparticle networks [41], as nanometer-scale “soft material” cal-
ibration standards for scanning probe microscopy [14, 57] and as programmed
building blocks for the rational construction of complex biomolecular architec-
tures [40], which might be used as a template for the growth of nanometer-scale
inorganic devices [37, 23].
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4.2 Methodologies for Coupling Nucleic Acids to Proteins

Various methods for the chemical coupling of DNA to protein molecules have
been described in the literature; these methods have been used to synthesize
this type of bioconjugate, mainly for application as probes in nucleic acid anal-
yses. These approaches have recently been reviewed elsewhere [36, 38]. Cova-
lent coupling relies most often on the use of heterobispecific crosslinkers, such
as sulfoSMPB 3 (Fig. 2), which is first reacted with primary amino groups
of the protein to provide thiol-reactive maleimido groups. The maleimido-
activated protein is usually purified and subsequently reacted with thiol-
modified DNA oligonucleotides. This method of covalent conjugation requires
extensive purification of the conjugates to remove excess protein and oligonu-
cleotides after each chemical coupling step. For examples, see [51, 21].

In these conventional syntheses, the covalent coupling of the protein and
the nucleic acid is statistical, and thus no control over the stoichiometry and
the regioselectivity of the attachment site can be achieved. Directed conju-
gation, in particular, the regioselective and stoichiometrically controlled con-
jugation of nucleic acids to proteins, is much more difficult to achieve, and
it is necessarily associated with the cloning and expression of recombinant
proteins that contain reactive groups which can be selectively addressed by
chemical means. To this end, protein engineering has been carried out to in-
corporate cysteine groups, which were then used for directed coupling with
thiol-modified oligonucleotides by disulfide linkage or maleimide chemistry
(for examples, see [6, 12, 20, 24]).

Some unconventional approaches to selective coupling of nucleic acids and
proteins rely on chemically modified nucleic acid conjugates, containing, for
instance, the synthetic DNA base analog 5′-Fluorocytosine [62] or the pep-
tidyl acceptor antibiotic puromycin [32, 58]. In the first approach, several
proteins can be organized along a one-dimensional dsDNA fragment, taking
advantage of the specific binding of DNA (cytosine-5)-methyltransferases to
distinct recognition sequences of dsDNA [62]. Covalent adducts are formed if
the synthetic DNA base analog 5′-fluorocytosine (FC) is present in the recog-
nition site. The sequence-specific covalent attachment of two representative
methyltransferases, M.HhaI and M.MspI, at their target sites, GFCGC and
FCCGG, respectively, has been demonstrated. Since the methyltransferases
can be modified with additional binding domains by recombinant techniques,
this concept might be useful for generating a variety of DNA–protein conju-
gates, applicable as chromatin models or other functional biomolecular devices
[62].

The puromycin approach is based on the in vitro translation of mRNA,
covalently modified with a puromycin group at its 3′-end. The peptidyl accep-
tor antibiotic puromycin covalently couples the mRNA with the polypeptide
chain grown on the ribosome particle, leading to a specific conjugation of the
informative (mRNA) moiety with the functional (polypeptide) moiety. This
approach has implications for the high-throughput screening of peptide and
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protein libraries, as well as for the generation of diverse protein microarrays
[25].

We have recently described a novel approach for the well-controllable, site-
selective linkage of nucleic acids with proteins. It is based on the expressed pro-
tein ligation (EPL) method, which utilizes the native chemical ligation of re-
combinant proteins containing a C-terminal thioester with cysteine conjugates
of nucleic acids (Fig. 3). The EPL method had previously been used for the
synthesis of a variety of proteins [19, 16]. To this end, the target protein, fused
to a construct of an intein and a chitin binding domain (CBD), is expressed in
E. coli. This latter domain allows affinity purification of the intein-fusion pro-
tein using a chitin matrix. Liberation from the column is achieved by cleaving
the intein with mercaptoethanesulfonic acid (MESNA), thereby producing a
C-terminal thioester of the target protein. The thioester-containing protein
can be specifically ligated to cysteine–nucleic acid conjugates [28]. Owing to
the convenient synthesis of PNA–Cys conjugates, as opposed to DNA–Cys
conjugates, PNA was chosen as the initial model system [28], and the mild
and highly efficient chemical ligation led to PNA–protein conjugates which
were wel defined with respect to stoichiometric composition and regiospecific
linkage. Since DNA–peptide conjugates are also available [67, 64, 29], it is
now possible to produce, rapidly and automatically, both DNA–protein and
PNA–protein conjugates from libraries of recombinant proteins. This method
has several advantages over conventional chemical coupling techniques, and
thus constitutes a major improvement for the purpose of further development
of DNA-directed immobilization and the assembly of artificial multiprotein
arrangements and nanostructured hybrid assemblies.

Very recently, we have explored another approach to the synthesis of well-
defined, highly functional conjugates of DNA oligomers and enzymes, con-
taining the hemin (iron protoporphyrin IX complex) prosthetic group [13]. In
the first step, covalent DNA–hemin adducts (hemD1 and hemD2 in Fig. 4a)
were synthesized in the solid phase. Subsequent to cleavage and purification,
the hemD adducts were used to reconstitute apo-myoglobin (apo-Mb), that
is, myoglobin (Mb) lacking its hemin prosthetic group. Reconstitution with
hemD1 and hemD2 produced enzymatically active myoglobin containing
one and two DNA oligomers, respectively (MbD1 and MbD2, in Fig. 4b),
which we coupled to the enzyme in close proximity to its active site. To prove
that the DNA oligomers could now be used as a molecular handle for selective
DNA-directed assembly, the MbD conjugates were hybridized to complemen-
tary capture oligomers immobilized on a solid support. Subsequent analysis
of the enzymatic peroxidase activity revealed that the MbD conjugates were
far more active than native Mb.

Notably, the Mb served as a representative model system in this study for
the seminal proof of the concept of generating well-defined DNA–heme enzyme
conjugates by the reconstitution of apo-enzymes with covalent hemin–DNA
adducts. This method should be well applicable to other heme enzymes, and
thus we anticipate that this approach should open the door to a large variety
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Fig. 3. Schematic drawing of the generation of DNA–protein conjugates by
expressed protein ligation (EPL), using intein fusion proteins and cysteine–
oligonucleotide conjugates, generated from amino-modified oligonucleotides by
means of a chemical modifier (inset). Reproduced from [29], with kind permission.

of novel redox catalysts with programmable binding properties by means of
their DNA moiety. This type of semisynthetic DNA–protein conjugate might
therefore be useful for a broad range of applications, from biocatalysts and
sensor and transducer elements to their use as building blocks for microstruc-
tured and nanostructured devices [13].

5 Conclusions

The development of semisynthetic DNA–protein conjugates has already led
to a variety of commercial applications, which are currently focused on the
bioanalytic sector. In addition, these chimeric components are promising for
the fabrication of nanostructured molecular arrangements, and thus their de-
velopment will contribute to the rapid establishment of the novel discipline
often nowadays termed “nanobiotechnology” [33, 35, 50]. Future perspectives
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Fig. 4. Schematic representation of the synthesis and assembly of DNA–heme en-
zyme conjugates: (a) on-column synthesis of covalent hemin-DNA adducts hemD1

and hemD2, containing one and two DNA oligomers, respectively; (b) reconstitu-
tion of apo-myoglobin (apo-Mb) with hemin–DNA adducts leads to the formation
of DNA–Mb conjugates MbD1 and MbD2. Reproduced from [13], with kind per-
mission.

include the use of these systems as high-affinity diagnostic reagents, artifi-
cial multienzymes, light-harvesting devices or even autonomous drug deliv-
ery systems. In addition, the self-assembling nanoscale fabrication of techno-
logical elements, such as dense arrays of molecular switches, transistors and
logical elements, as well as inorganic/bioorganic hybrid devices for biomedi-
cal diagnostics and interface structures between electronic and living systems
might be foreseen. To realize these fascinating biotechnological perspectives,
however, a variety of serious technical obstacles remain to be overcome. In
particular, powerful analytical techniques and the refinement of bioconjuga-
tion and biomolecular evolution strategies are crucial for eventually attaining
a comprehensive understanding of semisynthetic nucleic acid–protein conju-
gates and tailoring their structure and reactivity. Given that the initial steps
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summarized here have already clearly demonstrated the feasibility of these
ideas, the future development of this new field of research promises plenty of
excitement.
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1 Introduction

“Self-assembly” is the key word for the bottom-up fabrication of molecular
biomaterials. Nevertheless, it requires deep understanding of the structure and
function of the individual molecular building blocks in order to build uniform,
ultrasmall functional units. “Key–lock” mechanisms based on matching struc-
tural details and surface chemical groups bind the building blocks together
and determine their correct assembly. Most often, weak noncovalent forces
are involved. Among the well-established self-assembly systems, such as DNA
lattices and junctions [48, 47] and self-assembled monolayers (SAMs) [26, 60],
two-dimensional bacterial surface layer proteins (S-layer proteins) represent
highly versatile assembly systems with unique features. The latter constitute
the structural basis for a complete supramolecular construction kit involving
all major species of biological macromolecules (proteins, lipids, glycans, and
nucleic acids) (for a review, see [56, 57, 52]).

2 Occurrence of S-Layers

Although not a universal feature, many prokaryotic organisms possess crys-
talline arrays of proteinaceous subunits as the outermost component of their
cell envelopes; these arrays are commonly referred to as surface layers or S-
layers [50]; for reviews, see [51, 54, 55] (Fig. 1).

S-layers are found in members of nearly every taxonomic group in the
Gram-positive and Gram-negative bacteria and archaea and in some green
algae [31]. Crystalline layers similar to S-layers have also been detected in
bacterial sheaths [3] and spore coats [10]. On the basis of structural and
biochemical studies, S-layer-carrying cell envelope profiles can be classified
into three main categories [51], namely: (i) archaeal cell envelopes, which are
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Fig. 1. Transmission electron micrograph of a freeze-etching preparation of Desulfo-
tomaculum nigrificans. The S-layer exhibits a square lattice symmetry with a lattice
constant of 10.2 nm. Bar, 200 nm.

composed of a cytoplasmic membrane and an associated S-layer; (ii) Gram-
positive cell envelopes where the S-layer is attached either to a thick, rigid
peptidoglycan-containing layer or to another polymer (e.g., pseudomurein ex-
ternal to the cytoplasmic membrane); and (iii) Gram-negative cell envelopes,
where the S-layer is attached to the outer membrane, which is bound to a
thin peptidoglycan sacculus. S-layers can be considered as the simplest biolog-
ical membranes developed during evolution, as they are composed of a single
molecular protein or glycoprotein species (Mr 40 to 200 kDa) and are endowed
with the ability to self-assemble into two-dimensional arrays on growing and
dividing cells.

3 Ultrastructure of S-Layers

S-layers exhibit either oblique (p1 or p2), square (p4), or hexagonal (p3 or p6)
lattice symmetry with unit cell dimensions in the range of 3.5 to 35 nm (for
reviews, see [51, 52, 35]) (Fig. 2).

Depending on the lattice type, one morphological unit consists of one,
two, three, four, or six identical subunits. Although 17 two-dimensional plane
groups are possible in theory, only p1, p2, p3, p4, and p6 are allowed for plane
lattices of biological molecules [1]. This is because real molecules can never
be related to one another by mirror planes, glide planes, or inversion centers,
because they are optically asymmetric, or chiral. Thus, all those plane groups
which contain one of these symmetry operators are not allowed.

While S-layer proteins reassemble into perfectly ordered crystalline arrays
on flat surfaces, lattice faults (wedge disclinations and edge dislocations) are
a geometrical necessity on rounded surfaces, such as those of bacterial cells, in
order to maintain the integrity of the closed protein container [8, 9, 23]. Most
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Symmetry axis:

Fig. 2. Schematic drawings of possible S-layer lattice types. Owing to the chirality
of proteins, space group symmetries with mirror-reflection lines or glide-reflection
lines are not possible in S-layer lattices.

often, lattice faults are sites for the incorporation of new morphological units
and initiation points in the cell division process [53, 58]. For example, the
S-layer of the lobed archaeon Methanocorpusculum sinense shows hexagonal
lattice symmetry with numerous lattice faults (pentagons and heptagons) [27].
Complementary pairs of pentagons and heptagons in the hexagonal S-layer
are termination points of edge dislocations and function most probably as
initiation points in the cell division process [20].

Bacterial S-layer lattices are generally 5 to 20 nm thick, whereas the S-
layers of archaea have thicknesses up to 70 nm (for reviews, see [2, 11]). S-layers
generally represent highly porous protein meshworks (30%–70% porosity),
with pores of uniform size in the 2–8 nm range and of uniform morphology.

High-resolution electron and scanning force microscope studies, partially
in combination with digital image processing, have revealed a smooth topogra-
phy for the outer face of most S-layers and a more corrugated topography for
the inner face (for reviews, see [2, 11]). Concerning the physicochemical prop-
erties of S-layers in Bacillacaea, it has been demonstrated that the outer face
is usually charge-neutral, while the inner face is often net negatively charged
[56, 57]. The surface charge depends on a balance of exposed carboxylic acid
and amine groups or an excess of one or the other. The functional groups in
the S-layer lattice are aligned in well-defined positions and orientations, which
is a key condition for binding molecules and nanoparticles into ordered arrays
on these protein lattices [34].



280 D. Pum, M. Sára, B. Schuster, U.B. Sleytr

4 Secondary Cell Wall Polymers (SCWPs)

Analysis of S-layer proteins from various Bacillaceae has revealed the exis-
tence of specific lectin-type binding domains in the N-terminal parts of S-
layer proteins for secondary cell wall polymers [17, 32], which are, in turn,
covalently linked to the peptidoglycan matrix of the cell wall (for reviews, see
[33, 35, 34, 36]). Sequence identities are extremely rare among S-layer proteins
and are limited to the N-terminal region, which is responsible for anchoring
the subunits to the cell surface by binding to an SCWP. In this context, three
repeats of S-layer homology (SLH) motifs, consisting of 50 to 60 amino acids
each, have been identified in the N-terminal parts of many S-layer proteins.
Nevertheless, recent studies have shown that an additional 58-amino-acid-long
SLH-like motif in the S-layer protein SbpA of Bacillus sphaericus CCM2177
is required for reconstituting the functional SCWP-binding domain [12]. For
technological applications it is important to note that this highly specific in-
teraction between S-layer proteins and their associated SCWPs is retained
even after extraction of these heteropolysaccharides from the peptidoglycan-
containing sacculi, chemical modification of the reducing end of the polymer
chains, and attachment to a solid support. On SCWP-coated supports, the
corresponding S-layer protein reassembles with its inner face, comprising the
SLH domain, towards the support and thus exposing the outer face towards
the environment. This is especially important when functional C-terminal S-
layer fusion proteins are used for reassembly on solid supports [24, 25, 63]. Fur-
thermore, the conformation of an S-layer lattice is more resistant to ethanol
and acidic (pH ∼ 3) exposure on SCWP-coated substances compared with
substrates lacking this natural surface coating [62].

5 Genetic Engineering of S-Layer Proteins

Structure–function relationships of distinct segments of various S-layer pro-
teins have been investigated in order to gain knowledge about those amino
acid positions where foreign peptide sequences can be fused without disturb-
ing the self-assembly properties. For example, in the case of the S-layer pro-
tein SbsB from Geobacillus stearothermophilus PV72/p2, minimum-sized core
streptavidin (118 amino acids) could be fused to the N- or C-terminal end [22].
The fusion proteins and core streptavidin were produced independently in Es-
cherichia coli, isolated, purified, and refolded into heterotetramers consisting
of one chain of N- or C-terminal SbsB–streptavidin fusion protein and three
chains of streptavidin. The biotin-binding capacity of the heterotetramers was
∼ 80% in comparison with homotetramers. These findings indicated that at
least three of the four streptavidin residues were accessible and active for
binding biotinylated molecules. Such chimeric S-layer fusion proteins can be
used as versatile templates for arranging any biotinylated compounds on the
outermost surface of the protein lattice [22, 34] (Fig. 3).
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Fig. 3. Digital image reconstructions of transmission electron micrographs of neg-
atively stained preparations of (a) the native S-layer protein SbsB from Geobacillus
stearothermophilus PV72/p2 and (b) the streptavidin S-layer fusion protein. In the
lattice of the fusion protein (b), the streptavidin heterotetramers show up as ad-
ditional mass (arrows). Bars, 10 nm. Schematic illustration of the self-assembling
parts of S-layer fusion proteins and their well-oriented functional domains. (c) Such
arrays provide, theoretically, the highest possible order (spatial control, orientation,
and position) of functional domains at the nanometer scale. The knights (gray) re-
semble the functional domains (antigens, enzymes, antibodies, ligands, etc.) and the
cut squares (yellow) represent the S-layer.

Using a similar approach, the structure–function relationship of the S-
layer protein SbpA of Bacillus sphaericus CCM2177 has been investigated. As
described above, the final aim was to construct fusion proteins with an ability
to reassemble into two-dimensional arrays while presenting the introduced
functional sequence or domain on the outermost surface of the protein lattice
for the purpose of binding molecules, such as antibodies, antigens, ligands,
or nanoparticles [14, 13, 24, 25, 63]. Up to now, the C-terminally truncated
form rSbpA31−1068, which is 1038 amino acids (aa) long, has been used as
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the basic molecular building block. Its C-terminal end was fused with the
desired functional sequence, such as core streptavidin (118 aa), the affinity
tag for streptavidin (9 aa) [14], the major birch pollen allergen Bet v1 (116
aa) [14], two copies of the IgG-binding Z domain (58 aa each) [63], green
fluorescent protein (238 aa) [13], or heavy-chain camel antibody domains (117
aa) recognizing either lysoyzme [24] or prostate-specific antigen [25].

While various truncated forms of rSbpA were being screened for their
ability to reassemble, it was found that a further deletion of 113 C-terminal
amino acids from rSbpA31−1031, leading to rSpbA31−918, had a strong and
unexpected impact on lattice formation [12]. In contrast to the original S-layer
lattice formed by the mature and truncated forms of rSbpA31−1031, which
exhibits square symmetry with a lattice constant of 13.1 nm, a lattice with
oblique lattice symmetry, base vectors of a = 10.4 nm and b = 7.9 nm, and a
base angle of 81◦ was formed. It is interesting to note that the ultrastructure
of this newly formed S-layer lattice is identical to that of SbsB [22], the S-
layer protein of G. stearothermophilus PV72/p2. The mature SbsB comprises
amino acids 32 to 920 and is only one amino acid shorter than rSbpA31−918.
Both S-layer proteins carry three SLH motifs in the N-terminal part, which
showed high identity [12]. However, no sequence identities were found for the
middle and C-terminal parts. Further C-terminal truncation of rSbpA31−918

led to a complete loss of the self-assembly properties of the S-layer protein.

6 Reassembly of Native and Recombinant S-Layer
Proteins

The attractiveness of isolated S-layer proteins for a broad spectrum of ap-
plications lies in their capability to form two-dimensional arrays without the
bacterial cell envelope from which they have been removed (Fig. 4).

Most techniques for the isolation and purification of S-layer proteins in-
volve mechanical disruption of the bacterial cells and subsequent differential
centrifugation in order to isolate the cell wall fragments [50, 53]. Complete
solubilization of S-layers into their constituent subunits and release of these
subunits from supporting cell envelope layers can be achieved with high con-
centrations of hydrogen-bond-breaking agents (e.g., guanidine hydrochloride)
or by lowering or raising the pH. Recrystallization of isolated S-layer pro-
teins occurs upon dialysis of the disintegrating agent [58, 38]. The formation
of self-assembled arrays is determined only by the amino acid sequence of
the polypeptide chains and consequently the tertiary structure of the S-layer
protein species [49]. Since S-layer proteins have a high proportion of nonpolar
amino acids, it is most likely that hydrophobic interactions are involved in the
assembly process. Some S-layers are stabilized by divalent cations interacting
with acidic amino acids. Studies of the distribution of functional groups on
the surface have shown that free carboxylic acid groups and amino groups
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Fig. 4. Schematic drawing of the isolation of native and recombinant S-layer proteins
from bacterial cells and their reassembly into crystalline arrays in suspension, on a
solid support, at an air–water interface and on a planar lipid film, and on liposomes
or nanocapsules. An example of S-layer proteins reassembling with a hexagonal (p6)
lattice symmetry is shown here.

are arranged in close proximity and thus contribute to the cohesion of the
proteins via electrostatic interactions [57].

6.1 Reassembly in Suspension

Depending on the specific bonding properties and the tertiary structure of the
S-layer protein, either flat sheets, open-ended cylinders, or vesicles are formed
[50, 53]. Both temperature and protein concentration determine the extent
and rate of association. The assembly kinetics a multiphase, with a rapid ini-
tial phase and a subsequent slow rearrangement step, leading to an extended
lattice [15]. Depending on the S-layer proteins used and on the environmen-
tal conditions (e.g., the ionic content and strength of the buffer solution) the
self-assembly product may consist either of monolayers or of double layers. In
a systematic study using the S-layer protein SgsE from G. stearothermophilus
NRS 2004/3a [37], it was shown that two types of mono-layered and five types
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of double-layered assembly products with a back-to-back orientation of the
constituent monolayers were formed [21]. The double layers differed in the an-
gular displacement of their constituent S-layer sheets. As the monolayers had
an inherent inclination to curve along two axes, cylindrical or flat double-layer
assembly products were formed, depending on the degree of neutralization of
the inherent “internal bending strain”.

6.2 Reassembly on Solid Supports

Crystal growth at interfaces is initiated simultaneously at many randomly
distributed nucleation points and proceeds in the plane until the crystalline
domains meet, thus leading to a closed, coherent mosaic of individual S-layer
domains several micrometers in size [30, 7]. A decade ago, S-layer protein
monolayer formation at a liquid–air interface was studied by transmission
electron microscopy (TEM) [30]. In this work, electron microscope grids were
deposited on and removed from the water surface by means of a Langmuir–
Schäfer transfer at regular time intervals. After staining with uranyl acetate,
the samples were inspected in the microscope. In a recent study, it has been
demonstrated that atomic force microscopy (AFM) is most suitable for imag-
ing the lattice formation in real time [7]. Approximately 10 min after injection
of the protein solution into the fluid cell, the first small crystalline patches
became visible, and about 30 min later the silicon surface was completely
covered and only small holes remained free, which were closed in due course.
Extremely low loading forces (∼ 100 pN) of the AFM tip were necessary in
order to minimize the influence of the scanning tip on the reassembly of the
proteins. The formation of coherent crystalline arrays depends strongly on the
S-layer protein species, the environmental conditions of the bulk phase (e.g.,
temperature, pH, ion composition, and ionic strength) and, in particular, the
surface properties of the substrate (hydrophobicity and surface charge) [7, 38].
Monocrystalline domains within the mosaic may be up to 15 μm in diameter.

For many technological applications of S-layers, spatial control of the re-
assembly is mandatory. For example, when S-layers are used as affinity ma-
trices in the development of biochips or as templates in the fabrication of
nanoelectronic devices, the S-layer must not cover the entire device area. Mi-
cromolding in capillaries allows the reassembly of the S-layer proteins to be
restricted to certain areas on a solid support [6]. For this purpose, an S-layer
protein solution was dropped onto a substrate in front of the channel open-
ings of the attached mold. The solution was sucked in and the S-layer protein
started to recrystallize. After removal of the mold, a patterned S-layer re-
mained on the support. Micromolding in capillaries offers the advantage that
all preparation steps may be performed under ambient conditions. In contrast,
optical lithography requires drying of the protein layer prior to exposure to
(deep ultraviolet) light [29]. This is a critical step, since denaturation of the
protein and, consequently, loss of its structural and functional integrity cannot
be excluded.
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6.3 Reassembly at Lipid Interfaces

The possibility of recrystallizing isolated S-layer proteins at an air/water in-
terface or on lipid films and of handling such layers by standard Langmuir–
Blodgett (LB) techniques has opened up a broad spectrum of applications in
basic and applied membrane research (for reviews, see [42, 45]). It has to be
stressed that S-layer-supported lipid membranes strongly resemble those ar-
chaeal envelope structures which are composed exclusively of an S-layer and a
closely associated plasma membrane (for a review, see [51]). These archaea live
under extreme environmental conditions, such as at pH < 0.5, under hydro-
static pressure, and at temperatures up to 120◦C [59]. S-layer-supported LB
films are able to cover holes up to 40 μm in diameter and maintain their struc-
tural and functional integrity in the course of subsequent handling procedures
for a much longer period of time than for unsupported structures (e.g., black
lipid membranes) (for reviews, see [42, 45]). The stabilizing effect of S-layers is
explained primarily by a reduction or inhibition of disruptive horizontal vibra-
tions of the lipid molecules. The terminology “semifluid membranes” has been
coined to describe S-layer-supported membranes, since the interaction of the
lipid head groups with the repetitive domains of the associated S-layer lattice
significantly modulates the characteristics of the lipid film (particularly its flu-
idity and local order on the nanometer scale) [28]. Fluorescence-recovery-after-
photobleaching (FRAP) measurements have demonstrated that the mobility
of lipids in S-layer-supported bilayers was higher than in other model systems,
such as hybrid bilayers or dextran-supported bilayers [5]. Neutron and X-ray
reflectivity studies have clearly indicated that the S-layer protein did not pen-
etrate or rupture the lipid monolayer [66, 65, 64]. Functional molecules such
as ion channels or proton pumps may be incorporated into S-layer-stabilized
lipid layers by applying well-established procedures. Voltage clamp [41, 43]
and impedance spectroscopy [4] are prominent biophysical methods for char-
acterizing the electrophysiological parameters of such composite functional
biomembranes. In comparison with plain lipid bilayers, S-layer-supported lipid
membranes have a decreased tendency to rupture and allow one to perform
single-pore recording [43, 44, 39, 40, 46].

Furthermore, the reassembly of S-layer proteins on liposomes and nanocap-
sules has great technological importance [16, 18, 19, 61]. Because of their
physicochemical properties, liposomes are widely used as model systems for
biological membranes and as delivery systems for biologically active molecules.
In general, water-soluble molecules are encapsulated within the aqueous com-
partment, whereas water-insoluble substances may be intercalated into the
liposomal membrane. The presence of an S-layer lattice significantly enhances
the stability of the liposomes against mechanical stresses such as shear forces
or ultrasonication and against thermal challenges. Also, S-layer liposomes re-
semble the supramolecular envelope principle of a great variety of human and
animal viruses [58].
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7 Summary

Basic research on the structure, genetics, chemistry, morphogenesis, and func-
tion of S-layers has led to a broad spectrum of applications in molecular
nanobiotechnology, which are, at least partially, now ready for exploitation
in the life and nonlife sciences. A complete description would be beyond the
scope of this contribution and has been published in several review articles
(e.g., [55, 56, 57, 58, 52, 34]). Nevertheless, in summary, the most important
applications of S-layers are found in those areas either where biologically func-
tional molecules, such as enzymes or antibodies, have to be bound in a dense
monomolecular packing or where genetically functionalized S-layer proteins
themselves are used as sensing layers, as in the development of immunoassays,
label-free detection systems (e.g., surface plasmon resonance spectroscopy),
and affinity matrices. In addition, some emerging areas of research are in na-
noelectronics, where S-layers may be used as templates for binding metallic
or semiconducting nanoparticles into perfectly ordered arrays, and the field
of lipid chips, where S-layers are used as stabilizing structures leading to an
increased robustness and lifetime of the functional lipid membrane. Currently
there is no other biological matrix known that provides the same outstanding
universal self-assembly properties and patterning elements as do S-layers. The
possibility to change the natural properties of S-layer proteins by genetically
incorporating functional domains has opened up a new horizon for the tuning
of their structural and functional features [34].
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Lateral diffusion of lipids in silane-, dextrane- and S-layer protein-supported
mono- and bilayers. Langmuir, 15:1337–1347, 1999.

6. E.S. Györvary, A. O’Riordan, A.J. Quinn, G. Redmond, D. Pum, and U.B.
Sleytr. Biomimetic nanostructure fabrication: nonlithographic lateral patterning
and self-assembly of functional bacterial S-layers at silicon supports. Nano
Letters, 3:315–319, 2003.

7. E.S. Györvary, O. Stein, D. Pum, and U.B. Sleytr. Self-assembly and recrystal-
lization of bacterial S-layer proteins at silicon supports imaged in real time by
atomic force microscopy. J. Microsc., 212:300–306, 2003.

8. W.F. Harris and L.E. Scriven. Function of dislocations in cell walls and mem-
branes. Nature, 228:827–829, 1970.

9. W.F. Harris and L.E. Scriven. Intrinsic disclinations as dislocation sources and
sinks in surface crystals. J. Appl. Phys., 42:3309–3312, 1971.

10. S.C. Holt and E.R. Leadbetter. Comparative ultrastructure of selected aerobic
spore forming bacteria: a freeze-etching study. Bacteriol Rev., 33:346–378, 1969.
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290 D. Pum, M. Sára, B. Schuster, U.B. Sleytr
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1 Introduction

Since the first author became involved in research on molecular computing, we
have been consistently working on molecular computations using secondary
structures of DNA, whose simplest forms are hairpins. In particular, we have
been interested in the computational power of formation and dissociation of
such secondary structures.

In this chapter, we first review our previous research on computing with
hairpins, and show that hairpin formation and dissociation have enough com-
putational power in themselves. We then report our recent experiments on
implementing logic gates by loop dissociation.

The paper is organized as follows. In Section 2, we briefly describe our
research that shows the computational power of hairpin formation. We then
survey the Whiplash Machine, a kind of molecular machine based on repeated
formation and dissociation of hairpins, in Section 3. In Section 4, after describ-
ing our model of general-purpose molecular systems, we report the experimen-
tal results concerning the scheme of logical circuits based on loop dissociation.

2 Computing by Hairpin Formation

The most typical example of computation with hairpins was introduced in
our research on solving the 3-SAT problem using hairpin formation [15]. We
showed that hairpin formation can be used to enhance Adleman and Lipton’s
model [1, 10, 3] of molecular computation by making the step of extracting
solutions from the random pool of candidates more efficient.
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The SAT problem requires deciding whether a given Boolean expression
is satisfiable or not, and a Boolean expression is called satisfiable if it can be
made true by an appropriate assignment of truth values to its variables. For
example, the Boolean expression (x∨y∨¬z)∧(¬x∨y∨z)∧(¬x∨¬y∨¬z) can be
made true if we assign truth to x, falsity to y, and truth to z. Variables or their
negations are called literals, and disjunctions of literals, such as x ∨ y ∨ ¬z
and ¬x ∨ y ∨ z, are called clauses. A Boolean expression in a clausal form
is a conjunction of clauses, such as the expression mentioned above. The 3-
SAT problem focuses on a clausal form in which each clause consists of three
literals. Even if we restrict ourselves to such clausal forms, the SAT problem
is still very difficult to solve, i.e., is said to be NP-complete [10].

Since a clausal form is a conjunction of clauses and a clause is a disjunction
of its literals, satisfying a clausal form amounts to choosing at least one literal
from each clause and making it true. For example, in order to satisfy the
clausal form (x ∨ y ∨ ¬z) ∧ (¬x ∨ y ∨ z) ∧ (¬x ∨ ¬y ∨ ¬z), we can choose x
from x ∨ y ∨ ¬z, z from ¬x ∨ y ∨ z, and ¬y from ¬x ∨ ¬y ∨ ¬z. This process
of selection should be consistent in the sense that a variable and its negation
are not chosen simultaneously. For example, choosing x from x ∨ y ∨ ¬z and
¬x from ¬x ∨ ¬y ∨ ¬z is inconsistent.

As in the first step of Adleman and Lipton’s model, i.e., that of generating
a random pool of candidates, one can enumerate such selections randomly
and obtain a random pool of selections. In order to solve the 3-SAT prob-
lem, it remains to extract consistent selections from the random pool. We
implemented this crucial step of the algorithm by applying the computational
power of hairpin formation. Remember that a variable x and its negation ¬x
are called complementary to each other. Representing complementary literals
using complementary base sequences in the sense of Watson and Crick, we
implemented the crucial step by simply letting molecules form hairpins! If a
selection is inconsistent, i.e., if a selection contains both a variable and its
negation, since a selection contains two subsequences that are complemen-
tary to each other, it should form a hairpin, provided that it has been made
single-stranded.

During the process of hairpin formation within a single molecule, a subse-
quence of the molecule comprising a hairpin stem searches for its counterpart.
Note that this search is performed autonomously, as in the self-assembly of
ordinary double-stranded DNA molecules in the first step of Adleman and
Lipton’s model, or as in the self-assembly of DNA tiles in Seeman and Win-
free’s model of DNA computation [19, 25, 24, 18, 14]. Note that the number
of experimental operations required for the second step of our algorithm is, at
least theoretically, independent of the size of the problem being solved, since
the computation is done by the autonomous reaction of hairpin formation.
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3 Computing by Repeated Hairpin Formation and
Dissociation

Prior to the above research, we devised a more sophisticated computational de-
vice, called the Whiplash Machine [5, 16, 8]. This machine is a single-stranded
DNA molecule consisting of two parts. The first part is a program controlling
the machine and the other part represents the current state of the machine.

The program of the machine takes the form of a state transition table and
consists of a sequence of state transition rules. Each rule in the table has the
form

5′ − stopper− state2 − state1 − 3′,

where state1 denotes the state before a transition, and state2 the state after
the transition. This rule represents the transition that allows the machine to
change its state from state1 to state2.

The entire machine has the form

5′ − program− spacer − state− 3′,

where program is a sequence of state transition rules mentioned above and
state represents the current state of the machine. This latter part is com-
plementary to some of the states in the first part and can form a hairpin. In
order to enhance hairpin formation, the spacer sequence of an appropriate
length is inserted.

Now, assume that the current state, state, is complementatry to state1 of
some transition rule. We further assume that the machine is put in the poly-
merase buffer with polymerase, dNTP and ATP. Since state hybridizes with
state1 by forming a hairpin, the 3′-end of the DNA molecule is extended by
the polymerase. This extension adds the sequence complementary to state2
to the 3′-end of the molecule. We regard this reaction as a state transition
from state1 to state2, because the sequence at the 3′-end of the molecule
changes from the sequence complementary to state1 to that complementary
to state2.

The sequence stopper plays the role of stopping the polymerase extension
right after the sequence complementary to state2 is added. There could be
various ways to implement this functionality. What we have tried is to encode
states using only three kinds of bases and use the remaining base for stopper.
For example, if we use T, G and C for states, then some repetition of A, such
as AAA, can be used as stopper. Futhermore, the polymerase buffer lacks
dTTP in this case, so the polymerase extension stops right after state2 is
copied.

After the sequence complementary to state2 is added to the 3′-end, the
molecule takes the hairpin form whose stem is twice as long as the initial
hairpin and therefore more stable. However, if the temperature is carefully
adjusted, even this more stable hairpin can be opened with a certain prob-
ability. Once the hairpin is opened, the molecule can take another hairpin.
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This means that the new current state can hybridize with the state1 part of
another transition rule, and make another state transition.

Note that even after the hairpin is opened, the molecule can take the same
hairpin again. We call this hairpin formation back-hybridization. However, this
reaction does no harm, because due to the stopper sequence, there should
occur no polymerase extension and the machine does not change. It only
decreases the efficiency of the next state transition [11].

We have actually implemented the Whiplash Machine by designing an
appropriate thermal protocol, and succeeded in observing eight successive
transitions [8].

The Whiplash Machine has various applications. For example, it can im-
plement boolean expressions in a limited form, called μ-formulas [5]. Rose et
al. propose to generate protein-encoding sequences by successive transitions
of the Whiplash Machine. His ultimate goal is to apply Whiplash Machine to
protein engineering by evolving protein-encoding programs in vitro [12, 13].
Since successive state transitions are executed autonomously in a single one-
pot reaction, the Whiplash Machine can also be used to enhance Adleman
and Lipton’s model [8].

4 Computing by Loop Dissociation

In this chapter, we mainly report the recent experiments we have done on im-
plementing logic gates by loop dissociation. Before describing the experiments,
let us explain the model of general-purpose molecular systems we envision to
implement by chain reactions of DNA and other kinds of molecules.

Outputs:
movement

conformational change

structure formation

light

electricity

heat

Inputs:
molecule

temperature

light

salt concentration

voltage

Molecular

System

Computation
Information

Processing

Fig. 1. Image of a general-purpose molecular system, consisting of sensors, logic
gates, memories, and actuators.
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4.1 General-Purpose Molecular Systems

The ultimate goal of our research is to realize general-purpose molecular sys-
tems, which accept various kinds of inputs, do some computation and finally
produce outputs, also in various forms, as in Fig. 1. Furthermore, we want to
prepare a set of general-purpose molecular components and establish a system-
atic principle for designing networks of molecular components comprising such
molecular systems. The components should include various molecular sensors,
logic gates, memories, and actuators, and can be combined in a systematic
manner without ad hoc constraints. In other words, it should be possible to
program molecular systems by simply combining those building blocks.

The most basic components we currently have at our disposal are DNA
hairpins which can be opened by single-stranded DNA molecules called open-
ers as in Fig. 2. The hairpin molecule has a single-stranded part, called the
lead section, which is concatenated to one end of the hairpin stem. The opener
molecule also has its lead section, which is complementary to that of the hair-
pin. Another part of the opener, called the invasion section, invades into the
hairpin stem and opens the hairpin loop via branch migration.

opener

lead section invasion section

lead section

h
a
irp

in
 s

te
m

hairpin loop

Fig. 2. Hairpin and its opener. The lead section of the opener hybridizes with that
of the hairpin. The invasion section then invades into the hairpin stem via branch
migration and opens the hairpin loop.

After the hairpin is opened by the opener, the hairpin loop is exposed and
can interact with its complementary sequence. While the hairpin is closed,
this interaction is suppressed although the hairpin loop is single-stranded. In
particular, if the complementary sequence is in the middle of a longer sequence,
the interaction is almost inhibited [20].

As in Fig. 3, one can imagine a chain reaction of hairpin opening. After the
first hairpin is opened by its opener, it can interact with the second hairpin
with its hairpin loop hybridizing with the lead section of the second hairpin.
This process can be regarded as a transformation of signals represented by
lead sections. While the first opener has the lead section X, the second hairpin
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having the lead section Y is finally opened. (The overline means complemen-
tation.) This transformation from signal X to signal Y is accomplished by the
hairpin having the lead section X and the hairpin loop Y. In the next section,
we further elaborate this idea into logic gates.

Y

X

Y

Y

X

Fig. 3. Chain reaction by hairpins. The first opener, which has the lead section X,
hybridizes with the hairpin and opens the harpin loop Y. The hairpin then serves
as the opener of the next hairpin, whose lead section is Y.

Takahashi et al. reported that hairpin opening can be controlled by openers
whose activity depends on environmental conditions [21]. They introduced the
opener with azobenzene molecules tethered to its side chain to photoregulate
hairpin opening. The opener forms a small hairpin and cannot interact with
its target hairpin while the azobenzenes are in the trans conformation. After
the azobenzenes are irradiated with UV light, they change their conformation
from trans to cis. When the azobenzenes take the cis transformation, the
small hairpin is opened since the base stacking is destabilized. They also
report the opener whose activity depends on temperature. Needless to say,
these openers can serve as sensors in the model of general-purpose molecular
systems mentioned above.

Kameda et al. report a molecular memory unit consisting of successive
hairpins [6]. Each hairpin of a molecular unit represents a digit of the address
of the unit. Only by successively opening the hairpins, can one access the
memory unit. Kubota et al. extend this idea to implement a machine that has
branching states, each represented by a hairpin loop [9].

Many researchers have been working in similar directions. Yurke, et al. pi-
oneered the use of branch migration for molecular machines and established
the notion of DNA fuel [26, 23]. They also pointed out the difficulty of hy-
bridization between a loop and its complementary sequence, and showed that
a single-stranded DNA molecule that opens the loop can be used as a catalyst
for their hybridization [23]. Following Yurke’s research, Seelig, et al. proposed
logic gates based on DNA catalysts [17]. As for chain reactions of molecu-
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lar machines, Dirks et al. have already proposed the scheme of hybridization
chain reaction, in which hairpins successively hybridize with one another and
form a huge complex [4].

4.2 Logic Gates

As mentioned in the previous section, signals represented by lead sections of
openers can be transformed by chain reactions of hairpins. In Fig. 3, signal
X is transformed to signal Y by the hairpin molecule. If we prepare another
hairpin that can be opened by another signal Z and produces signal Y, these
two hairpins comprise a system that produces signal Y with the existence of
signal X or signal Z. In other words, the system acts as an OR gate whose
inputs are X and Z, and whose output is Y.

Using bulge loops in addition to hairpins, we can build more complex
molecular systems. It is also well known that bulge loops also prohibit hy-
bridization with their complementary sequences [23]. In Fig. 4, two single-
stranded DNA molecules form a structure containing two bulge loops. The
structure accepts two inputs, which are also single-stranded DNA molecules.
The first input (input1) hybridizes with the single-stranded section of the
structure and opens the first (upper left) bulge loop via branch migration.
Since the bulge loop is exposed as single-stranded, it can hybridize with the
second input (input2), which opens the second (lower right) bulge loop via
branch migration and frees the lower strand of the structure as an output.
Since the output can only be produced in the presence of both inputs, this
system comprises an AND gate.

input1

input2
output

Fig. 4. AND gate, consisting of two bulge loops. When it receives the first input,
the upper left bulge loop is opened and hybridizes with the second input, which then
opens the lower right bulge loop and produces the output.
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Note that the interactions mentioned above are the only interactions
among the strands that appear in the system. The two inputs do not in-
teract with each other without the bulge structure, and the bulge structure
can only interact with the first input. The output cannot interact with any of
the inputs or the bulge structure.

We reported this idea in our previous paper [22] and showed some prelimi-
nary experimental results. In this paper, we report more experimental results
using redesigned sequences. In particular, we not only verified the proper be-
havior of the AND gate but also checked the following properties of the gate.

We prepared a hairpin molecule that can be opened by the output of the
AND gate. This hairpin molecule is considered as another gate in the next
stage. We therefore checked whether the output of the AND gate can trigger
the next gate.

We also prepared another competing AND gate, which shares the first
input with the original AND gate. In our design, since the first input of an
AND gate hybridizes with the gate without the second input, the existence
of the second AND gate should decrease the efficiency of the first AND gate.
We checked this property by experiment.

The structures and strands used in the experiments are depicted in Fig. 5.

input1

input2

output

leader

next

competing gate

Fig. 5. Structures used in the experiments. We prepare the AND gate and its
two inputs. We also prepare a hairpin molecule representing the next gate, and a
competing AND gate which shares the first input with the original AND gate.

4.3 Experiments

As mentioned in the previous section, we have conducted the following three
experiments on the AND gate composed of two bulge loops:
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• We first checked that the AND gate works properly by giving the two in-
puts in various orders and observing the output by gel eletrophoresis and
spectrophotoscopy. (Actually, most orderes are tried in the next experi-
ment.)

• We prepared a hairpin molecule whose lead section is complementary to
the bulge loop in the output. This hairpin is expected to be opened by the
output. We checked the hybridization between the two molecules by gel
eletrophoresis. We also checked that the hairpin cannot interact with the
AND gate unless the two inputs are given and the output is produced.

• We prepared the second AND gate which shares the first input with the
first AND gate. We observed how the output of the first gate decreased.
This observation was made with various quantities of the first input.

Material and Methods

The sequences used in the experiments are given in Table 1. These sequences
are designed using the extended template method [22, 2, 7]. In this extension,
templates with different lengths are computed. They are then instantiated
using BCH codes of those lengths, where 1 in the templates is replaced with
G or C, and 0 with T or A. For the experiments, we first computed the two
templates 0100111011 and 00011100100010111011. The 10-base template
guarantees at lease two-base mismatch when it is matched with any subse-
quence of a concatenation of the form 10*20, 20*10 or 20*20, where 10*20
means the concatenation of the 10-base template and the 20-base template
in this order. Similarly, the 20-base template guarantees at lease eight-base
mismatch against a concatenation of the form 10*20, 20*10 or 20*20.

In Table 1, sequences are separated into 10-base or 20-base units. Each
20-base unit is obtained from the 20-base template, while each 10-base unit is
either obtained from the 10-base template or derived as a half of a sequence
obtained from the 20-base template. All the bulge loops are 10 bases long and
obtained from the 10-base template.

DNA molecules used in the experiments were synthesized by Sigma Aldrich
Japan. For the experiments by spectrophotoscopy, the 3′-end of leader is
modified with BHQ and the 5′-end of output is modified with FAM. Thus,
when output is dissociated from leader, the fluorescence intensity of FAM
increases.

All the experiments by spectrophotoscopy were conducted using a HI-
TACHI F-2500 fluorescence spectrophotometer with a cell containing 400μl
of 1XSSC buffer kept at 40◦C by a LAUDA RC6 thermostatic bath. In each
reaction, 40pmol of each species of DNA molecules was used unless otherwise
stated. Thus the concentration of each species was 100nM.

Experiments by gel electrophoresis were also conducted in 1XSSC buffer
incubated at 40◦C and the samples were loaded on 10% polyacrylamid gel
stained by SYBRGold. The concentration of each species in each reaction was
also 100nM.
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Table 1. Sequences used in the experiments. leader and output form the bulge
structure and comprise the AND gate. input1 and input2 are the inputs to the
AND gate. next represents the next gate. leader′ and output′ comprise another
AND gate which shares the first input, input1.

leader:
5′-TCTAGCGTGC-ATTCGGAACTTTGTCGGTCC-GGAGGCTAGT-GGTCGGTGAAACTTCGGATA-
ATACGGTTGATTGTGGGAGC-(BHQ)-3′

output:
5′-(FAM-)-GCTCCCACAATCAACCGTAT-ACATGGCACC-TATCCGAAGTTTCACCGACC-
GGACCGACAAAGTTCCGAAT-3′

input1:
5′-GGACCGACAAAGTTCCGAAT-GCACGCTAGA-3′

input2:
5′-GCTCCCACAATCAACCGTAT-TATCCGAAGTTTCACCGACC-ACTAGCCTCC-AATCCGAAGA-3′

next:
5′-AACTCGCTCC-GGTGCCATGT-ATACGGTTGATTGTGGGAGC-AGTACCCTGG-
GCTCCCACAATCAACCGTAT-3′

leader′:
5′-TCTAGCGTGC-ATTCGGAACTTTGTCGGTCC-CGAGGGATGT-GCTGGCAGAATCTTGGGTAA-
TAAGGCATGAAAGTCCGTCC-3′

output′:
5′-GGACGGACTTTCATGCCTTA-CGACCCTAGA-TTACCCAAGATTCTGCCAGC-
GGACCGACAAAGTTCCGAAT-3′
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Fig. 6. Experiment 1. The molecule output, whose 5′-end is modified with FAM,
was first applied in a cell. Then leader, whose 3′-end is modified with BHQ, in-
put2 and input1 were applied in this order. The fluorescence intensity of FAM was
observed.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Fig. 7. Experiments 1 and 2 (gel electrophoresis). Lane 1: 20bp DNA Ladder. Lane
2: 100bp DNA Ladder. Lane 3: output+leader Lane 4: (output+leader)+input1.
Lane 5: (output+leader)+input2. Lane 6: (output+leader)+input1+input2. Lane
7: (output+leader)+next. Lane 8: (output+leader)+next+input1. Lane 9: (out-
put+leader)+next+input2. Lane 10: (output+leader)+next+input1+input2. Lane
11: output. Lane 12: leader. Lane 13: input1. Lane 14: input2. Lane 15: next. Lane
16: output+next. Lane 17: leader+next. Lane 18: input2+next. Lane 19: 20bp DNA
Ladder. Lane 20: 100 bp DNA Ladder.

Experiment 1 (spectrophotoscopy): First, output was applied into
1XSSC buffer in a cell for the spectrophotometer, and the measurement of
FAM was initiated. Then leader, input2 and input1 were applied in the
cell in this order each with a 30-minute interval. The measurement of fluores-
cence intensity was performed at 40◦C.

Experiments 1 and 2 (gel electrophoresis): Various combinations of
molecular species were mixed and observed by gel electrophoresis. In each
combination, leader and output were first mixed and incubated at 40◦C for
30 minutes. Then other species such as input1 and input2 were applied.



304 M. Hagiya, S. Yaegashi, K. Takahashi

Experiment 2 (spectrophotoscopy): The mixture of leader and output
was first prepared in a cell. Then input1, input2 and next were put in all
the six possible orders each with a 30-minute interval. The measurement of
fluorescence intensity was performed at 40◦C.

Experiment 3 (spectrophotoscopy): The mixture of leader and output
was first prepared. That of leader′ and output′, which comprise the com-
peting gate, was also prepared separately. These mixtures were put together
in a cell. Then input2 and input1 were applied in this order each with a
30-minute interval. In this experiment, the quantity of input1 was varied as
follows: 40pmol, 80pmol and 160pmol.

(a) (b)

Fig. 8. Experiment 2. The AND gate was first prepared in a cell. Then input1,
input2 and next were applied in all the six orders. The fluorescence intensity of
FAM was observed. Panel (a) shows the specific order: next, input2 and input1.

Results

We obtained the following results.
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Experiment 1 (spectrophotoscopy): The proper behavior of the AND
gate was observed as in Fig. 6. Due to the weak interaction between input2
and leader without the existence of input1, output was observed slightly
after input2 was put in. However, a much stronger signal was observed after
input1 was inserted. The quantity of output produced by the gate is about
half of the total quantify.

Experiments 1 and 2 (gel electrophoresis): The results are depicted
in Fig. 7. One can clearly observe the bands for the complexes: output +
leader, output + leader + input1 and leader + input1 + input2. The
latter two are in close proximity.

In Lane 6 ((output+leader)+input1+input2), the band for output is
clearly observed while in Lane 5 ((output+leader)+input2), the band is ob-
servable but much weaker.

Unfortunately, since the band for output + next observed in Lane 16
(output+next) is very close to those for output + leader + input1 and
leader + input1 + input2, it cannot be judged whether output and next
hybridize together in Lane 10 ((output+leader)+next+input1+input2). How-
ever, comparing Lanes 10 and 6, the band for output observed in Lane 6 dis-
appears in Lane 10, so it can be deduced that output successfully hybridizes
with next. Moreover, the smeared wide band in Lane 16 is also observed in
Lane 10.

Experiment 2 (spectrophotoscopy): Figure 8 (a) shows the graph of the
observed fluorescence intensity after next, input2 and input1 are put to the
mixture of output and leader in this order. Since the fluorescence intensity
does not change after next is put, we can conclude that the AND gate and
the next gate next do not interact before the inputs to the AND gate are
given. Figure 8 (b) shows the graphs for all the six orders.

Experiment 3 (spectrophotoscopy): Since the competing gate shares the
first input with the original gate, it is expected that about half of the first
input hybridizes with the competing gate and thus the output of the original
gate decreases. Figure 9 shows the graphs for various quantifies of the first
input. As the quantity of the first input increases, that of the output gets
close to the level of the case without the competing gate.

4.4 Discussions

The experiments have verified the proper behavior of the AND gate. In par-
ticular, it has been verified that the output of the AND gate can serve as an
input to the next gate, which does not interact with the AND gate until both
the inputs to the AND gate are given.

The experiments also show the weakness of this scheme. Firstly, the output
is produced only slightly with the second input. This is due to the unexpected
interaction of input2 and leader.
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Fig. 9. Experiment 3. The AND gate and its competing AND gate were first pre-
pared in a cell. Then input2 and input1 were applied in this order. The qantity of
input1 was varied as follows: 1Xinput1 for 40pmol, 2Xinput1 for 80pmol, 8Xin-
put1 for 160pmol. For comparison, the graph without the competing gate is also
shown.

Secondly, the quantity of the output produced by the gate is only about
half of the total quantity of output. This is an inherent limitation of this
scheme. We expected that the next gate would shift the equilibrium towards
the production of the output, but according to the graph in Figure 8 (b), this
effect is negligible.

Thirdly, the first input was trapped by the competing gate and the level
of the output was further lowered. We also predicted this behavior in our
previous paper [22], and proposed a modification to the scheme. We proposed
that variants of the first input which stay in a certain equilibrium with both
the AND gates might migrate from the competing gate to the original gate
when the second input is given to the original gate.

We actually tried the following two openers:

AGTTCCGAAT-GCACGCTAGA CAAAGTTCCGAAT-GCACGCT

But unfortunately, they did not work properly as the first input even without
the competing gate (data not shown).

Although the design of logic gates by Seelig et al. is much more complex
than ours and it shares the problem that the first input is consumed by com-
peting gates [17], their gates can produce more outputs than inputs because
inputs serve as catalysts. We think that it is practical to combine our design
and theirs, by inserting “amplifiers” based on DNA catalysts at appropriate
stages of circuits composed of our simpler gates. In fact, we are currently
designing such amplifiers consisting of bulge loops.
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4.5 Concluding Remarks

In this chapter, we briefly described the previous contributions of the first
author concerning hairpins and then reported some ongoing experiments on
implementing logic gates using dissociation of loop structures of DNA. All
the contributions are concerned with secondary structures of DNA, especially
hairpins, and have revealed the computational power of the formation and
dissociation of DNA structures. As reported in another paper [21], we are
further working in this direction by introducing artificial molecules in addition
to natural DNA and trying to enhance the computational power.
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1 Introduction

One can quite reasonably ask why someone trained as an organic chemist
would contribute to a volume dedicated to Ned Seeman’s sixtieth birthday.
The connection is actually quite deep, and goes back to the conversation a
decade ago which I had with my Ph.D. adviser, Yoshito Kishi. In this ex-
change, a leading organic synthetic chemist was trying to convince me to
move into a new area, nucleic acids. He was inspired in his suggestion by a
conversation with Alex Rich (Ned’s adviser), who had apparently lamented
that a well-trained organic chemist could make a serious contribution to this
field. I decided to educate myself in the area, usually neglected by traditional
synthetic chemists, and, of course, stumbled immediately upon Ned’s proposed
synthesis of a DNA cube in a one-shot reaction [4]. This idea was so powerfully
appealing to my synthetic background, that it sparked a thought process that
would eventually lead to a large project with the goal of achieving complex
molecular behavior through a synthetic approach using oligonucleotides.

In his classic book Vehicles: Experiments in Synthetic Psychology, Valenti-
no Breitenberg [3] argued that synthetic approaches starting with simple ele-
mentary units could quickly lead to an amazing increase in complexity, leading
to apparent biomimetic behavior. In a like-minded approach, helped by my
childhood friend, a computer scientist Darko Stefanovic, I decided to attempt
a synthetic approach with a focus on the behavior of molecules in solution.
Starting from a simple and well-understood, but versatile, elementary unit,
we could combine such elements in solution, building “bottom-up” complex-
ity. What kind of properties should such an elementary unit have? First, it
should have the ability to integrate the presence or absence of several inputs
into a single output, that is, the unit should behave as a logic gate on the
molecular scale. Second, a component should have the ability to communicate
with other units through some kind of information transfer. Otherwise, we
would have elements behaving completely independently in solution. Third, a
unit should be commercially available and modular, that is, we did not want
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to start anew the construction of each component; instead we wanted to have
a Lego-like approach, in which we could devise units, and obtain them within
a week effortlessly. Finally, we were particularly interested in units that could
communicate with sensors (that is, receive inputs from them), and produce
outputs that could control some kind of drug delivery units. Our eventual
applications for these systems were autonomous therapeutic and diagnostic
devices; in other words, silicon-free expert systems operating at the cellular
level.

2 Molecular-Scale Logic Gate as a Basic Computational
Unit

After a brief consideration, we settled on a molecular unit made of allosteri-
cally modulated deoxyribozymes [7], with oligonucleotides as both inputs and
outputs. Deoxyribozymes are nucleic acid catalysts, made of deoxyribonucleic
acid, and in our work we use two different types: phosphodiesterases [2, 10],
which cleave other oligonucleotides, with shorter products as outputs, and
ligases [5], which combine two oligonucleotides into a larger product (Fig. 1).
From the very beginning, it was our hypothesis that the concordance of out-
puts and inputs would be a key to arranging elementary units in more complex
circuits. Furthermore, we assumed that we would be able to generate nearly
endless numbers of units with different inputs and outputs by simply changing
allosterically controlling elements to sequences complementary to new input
oligonucleotide, and substrate recognition regions capable of accepting new
substrates. Finally, two or even more recognition regions can be combined in
the same molecular constructs to generate more complex molecular-scale logic
gates.

Fig. 1. Two deoxyribozymes: (a) Phosphodiesterases E6(5) cleaves a chimeric sub-
strate S and releases two products P1 and P2. (b) Ligase E47 combines two sub-
strates S1 and S2 into a product P.

Our module for allosteric regulation was based on Tyagi and Kramers
molecular beacons [17]. Stoichiometric molecular beacons exist in solution
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Fig. 2. Deoxyribozyme-based gates: (a) yes gate; (b) not gate. (c) and gate; (d)
two-input andnot gate; three-input andandnot gate.

as stable stem-loop structures in which the fluorescence of a reported dye
attached to the 5′ end is quenched by a proximate quencher attached to the
3′ end. In the presence of a complementary nucleic acid the stem opens, and
this event is coupled to a loss of quenching and an increase in fluorescence. We
combined in the yesi1 gate a catalytic module from the core deoxyribozyme
(E6 in Fig. 2), with a stem-loop module complementary to i1 (Fig. 3). The
stem-loop inhibits the catalytic module through the overlap of the stem with
the 5′ (or 3′, if so desired) substrate recognition region. Hybridization of i1 to
the complementary loop opens the stem, reversing intramolecular competitive
inhibition to allow substrate binding to proceed. The yesi1 gate behaves as a
two-state switch, with the active state in the presence of input [11]. In order to
improve visualization of the output (cleaved oligonucleotide) in this system, we
developed a fluorogenic cleavage technique method. We placed a fluorescein
donor at the 5′ terminus of S and its fluorescence emission was partially
quenched by the tetramethyl rhodamine acceptor or Black-Hole 1 quencher
positioned at the 3′ terminus. Cleavage of this double end-labeled substrate to
products results in at least a tenfold increase in fluorescein emission. Identical
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design can be used to construct ligase YES gate, however, the readout for
these gates was performed initially with PAGE analysis [14].

The single-input noti3 gate (Fig. 3) is inhibited by a specific oligonu-
cleotide, and is constructed by replacing the nonconserved loop of the E6
catalytic core with a stem-loop sequence complementary to the input oligonu-
cleotide [12]. Hybridization of the input with the loop opens the required
stem structure of the core, distorts its shape and inhibits the catalytic func-
tion. Thus, the presence of the input oligonucleotide will hinder the increase
in fluorescence. The noti3 gate behaves as a two-state switch, with the active
state in the absence of input.

To construct the and gate, we needed a deoxyribozyme allosterically reg-
ulated by two different input oligonucleotides. We achieved this by attach-
ing controlling elements to each end of a single catalyst. In the absence of
its proper input either of the attached stem-loop structures independently
inhibits output formation. Only upon hybridization of both loops to comple-
ments do both stems open, allowing recognition of S and its catalytic cleavage.
The i1ANDi3 gate behaves as a four-state switch, with one state, in the pres-
ence of both inputs, active [12].

We also combined yes and not gates in a single molecule to construct an
i1andnoti3 gate [12]. We attached a stem-loop recognizing i1 to a position
at the 5′-end, in which it inhibits the catalysis, as in a yes gate, and a stem-
loop recognizing i3 to the internal position of the E6 catalytic motif, where it
does not influence the catalytic reaction, until it recognizes the input oligonu-
cleotide. The i1andnoti3 is active only in the presence of i1 and the absence
of i3. Finally, we combined and gates with not gates in a single molecule to
construct an eight-state switch with one active state, i1andi2andnoti3 [15].
Importantly, an absolutely identical method was also used to construct the
complete set of ligase-based logic gates [14], because ligases have the same
“hammerhead” structure as phosphodiesterases.

The yes, not, and, andnot, and andandnot deoxyribozyme-based logic
gates we constructed represented a basic set of molecular-scale gates (and and
not are one possible basic set in electronics). Importantly, these gates are
generic and modular, in the sense that other deoxyribozymes (or ribozymes)
could be combined in similar constructs, with the expectation of similar behav-
ior (though some limitations based on secondary structures have to be taken
into account). That means that we can now, in principle at least, construct
enzymatic networks that perform Boolean calculations of any complexity, that
is, that we can have an arbitrary number of inputs and outputs. Monomolec-
ular systems of more than three inputs could be envisioned, but would not
be general and we were not interested in pursuing them. Instead, we opted
to start developing parallel and serial arrangements of deoxyribozyme-based
gates in order to achieve more complex Boolean calculations.
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a

b

Fig. 3. (a) Array of deoxyribozymes behaving as a half adder. The array consists of
two andnot gates cleaving TAMRA-containing substrate and one and gate cleav-
ing fluoroescein-containing substrate. (b) Fluorescence changes under four different
conditions, in the presence of no inputs (0 + 0), the presence of either one of the
inputs (0+1, 1+0), and in the presence of both inputs (1+1). Red squares represent
changes in TAMRA fluorescence over times (sum digit) and green diamonds changes
in fluorescein emission over time (carry digit). This behavior mimics the half-adder
in engineering, if we presume that inputs represent the digits of two binary numbers
being added together.

3 Initial Molecular Circuits

A parallel arrangement of molecular logic gates is called the “implicit OR
function” [13]; it is accomplished by two or more logic gates sharing (and
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competing for) the same substrates. One of the first circuits we developed
with a parallel arrangement of gates was a half-adder [16], and the key to this
success was fully modular behavior of deoxyribozyme-based logic gates. The
logic circuits that perform addition within central processing units of com-
puters are called adders, and a half-adder, which adds two single binary digits
(bits), is a building block for adders. While it is highly unlikely that DNA
will ever be called upon to compete with electronic computers in perform-
ing additions, the construction of adders is one of the first tests for any new
computational medium, and we wanted to assess our ability to construct enzy-
matic systems that make more complex, multi-input, multi-output decisions.
The system of three enzymes, two andnot gates (based on a deoxyribozyme
E6) and one and gate (based on a deoxyribozyme 8–17), two inputs, two sub-
strates, red-fluorogenic cleaved by E6 and green-fluorogenic cleaved by 8–17,
which behave as a half-adder, is shown in Fig. 4.

This molecular half-adder system analyzes the presence of two input
molecules and comes up with two different outputs (red or green fluorescence)
in accordance with the following set of rules: (1) the absence of both inputs
leaves the system as is, i.e., without any output; (2) the presence of either
single input leads to the cleavage of the red fluorogenic subsrate, while (3)
the presence of both inputs leads to the cleavage of only the green fluoro-
genic substrate. The significance of this accomplishment is that it is the first
fully artificial, solution-phase molecular-scale system in which an enzymatic
reaction can be triggered or inhibited under such a precise set of conditions.

Next, in an effort based on an idea conceived by a talented high-school
student, Harvey Lederman (now at Princeton University), we constructed
a solution-phase array of seven deoxyribozyme-based logic gates in a single
solution that behaves as a binary full adder, with three oligonucleotides as
inputs and two independent fluorogenic cleavage reactions as carry and sum
outputs. The carry output is assembled using three previously described and

gates, whereas the sum output consists of four gates (one i1andi2andi3 and
three of the imandnotinandnotik type) that were newly developed, from
andandnot logic gates, using Yurke’s method [18] for resetting early versions
of molecular motors.

4 Molecular Automata

The next application of our system was in the construction of the first DNA-
based Boolean automaton capable of autonomously responding to human in-
puts in a meaningful fashion [15]. We opted to construct an automaton playing
a game of tic-tac-toe against a human player. This choice was made because
tic-tac-toe is a traditional challenge for any new computational system. Also,
we could not envisage any other solution-phase system capable of playing this
simple game autonomously. The game is played in nine wells of a well plate
(which could be arranged in a 3× 3 board). Human moves are represented by
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an oligonucleotide keyed to a particular move and added to all wells, while
the automatons moves are presented by a large fluorescence increase in a par-
ticular well (read out in the fluorescence plate reader). The automaton plays
a simplified game, always claiming the center first, and the first human move
is symmetry-restricted to one corner or one side move. We also settled on a
single, perfect strategy, i.e. we “hard-wired” the automatons game to give the
human no chance to win. These simplifications led to a representation of the
game as a series of Boolean formulae that compute the automatons output in
each well, based on the human inputs present in all wells, and these formulae
were “technology-mapped” to 23 deoxyribozyme-based logic gates (and one
constitutively active enzyme in the central well) by arranging gates in the
individual wells around a common substrate. For example, the output in well
1 (upper left corner) was calculated by a single yesi4 gate, which cleaved the
fluorogenic substrate only in the presence of the input keyed to the human
move to well 4 (but added to all wells). The most complex calculation was
performed in well 9 (lower right corner) with six three-input gates operating
in parallel around the same fluorogenic substrate. Each of these gates was
activated under a different set of conditions dynamically arising in various
games depending on the human opponent’s moves. As a part of our high-
school program, a group of high-school students (Yang Lee, Marko Sutovic),
supervised by a postdoctoral scientist, Joanne Macdonald, used this approach
to construct an even larger automaton, with 128 gates, playing a general game,
with no symmetry pruning. Joanne is also pursuing her idea to use similar
automata for lineage analysis of genomes.

The enzymes of the automaton are organized hierarchically. One enzyme is
constitutively active, that is, it is active without added inputs; two enzymes
are allosterically regulated by single inputs (responding to the first human
move), two enzymes are regulated by two inputs (responding to the human
second move), and remaining 19 enzymes are three-input gates (responding
to the human third and fourth moves). They cover all possible combinations
of inputs which the human player may add to the wells in the course of a legal
game, and are distributed to wells in order to activate in precisely one well a
fluorogenic cleavage corresponding to the correct response (according to the
predetermined winning strategy) to a particular human move.

5 Molecular Cascades

The tic-tac-toe automaton is an example of engineering circuits of allosteri-
cally controlled enzymes and, together with similar automata now under con-
struction in our laboratory, it represents the heyday of parallel arrangements
of solution-phase molecular-scale logic gates. Their main limitation is that
only up to three inputs can be considered within a single molecule, and to go
around this limitation we have to start arranging gates serially. Two types of
serial communication between gates were developed; in one, an upstream lig-
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Fig. 4. Schematic representation of the gate distribution in the tic-tac-toe playing
automaton MAYA, which consists of 24 enzymes: one constitutively active in the
central well, two yes gates, two and gates and 19 andandnot gates. Bold numbers
in lower corners of each well represent the well number; addition of the input i1 to
all wells means that the human played in square 1. Numbers in the gates represent
inputs, keyed to particular moves. For example, 1 in the yes gate in well 4 (center-
left) means that a yesi1 gate is in this well; it will be the only fully active gate after
the addition of input i1 to all wells. In well 8 (bottom-center), 7, 9, and 4 mean
that this is the i7andi9andnoti4 gate, active when inputs i7 and i9, but not i4, are
present.

ase logic gate forms the allosteric regulator of a downstream gate [14] (Fig. 5),
while in the other, an upstream deoxyribozyme-based logic gate cleaves the
inhibitor of a downstream logic gate [9]. It can easily be demonstrated that
these two types of “inter-gate communication” can eventually be generalized
to achieve Boolean calculations of any complexity. For example, we designed a
cascade of two LANDNOT gates in an implicit OR arrangement, feeding the
phosphodiesterase detector gate to yield an XOR circuit: (LANDNOT[i1, i3]
OR LANDNOT[i3, i1])→PYESP (Fig. 5b). The two LANDNOT gates have
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Fig. 5. (a) Ligase E47 combines two substrates (S1 and S2 – activated by PIM) into
the longer oligonucleotide product, P. The product of active ligases activates the
downstream detector gate (LE47→PYESP — where P stands for phosphodiesterase),
which cleaves the fluorogenic substrate. (b) The activity of circuit (LANDNOT[i1,
i3] OR LANDNOT[i3, i1])→P YESP.

opposite behavior: the first gate is active in the presence of i1 and absence of
i3, while the second is active in the presence of i2 and absence of i1. The fluo-
rogenic cleavage catalyzed by the downstream phosphodiesterase gate occurs
in the presence of either i1 or i2, but occurs only to a negligible degree in
the presence or absence of both inputs. In order to achieve an overlap in the
intensity of active states we had to decrease the concentration of the faster of
the two ligase gates.

As an example of a cascade initiated by phosphodiesterases, a postdoctoral
scientist, Dmitry Kolpashchikov, has recently constructed the first molecular
device in which a molecular computation element releases small molecule or
de-inhibits enzymes, based on the outcome of an analysis of oligonucleotides as
inputs [9]. In order to integrate these novel outputs into molecular circuits we
constructed two-state aptamers, similar to various state-switching aptamers
[6], and sensitive to the presence of an input oligonucleotide with a single
chimeric rA position Si in Fig. 6. Such a two-state aptamer could receive in-
formation from an upstream molecular logic gate which either cleaves Si, or
not, based on solution inputs and its truth table. For the initial demonstration
of our ability to couple conformational changes in aptamers to Boolean calcu-
lations by deoxyribozymes, we chose an aptamer that binds malachite green
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Fig. 6. (a) A cascade consisting of an i1ANDi2 gate activating the malachite green
aptamer, which is allosterically regulated by its substrate Si. The malachite green
aptamer exists in two conformations (binding and fluorescent, and non-binding or
dark; that is, complexed with Si or not-complexed with Si), which are switched
based on the result of Boolean calculations from the upstream AND gate. The
truth table contains the gate state (OG) and the fluorescence of malachite green
as outputs (FMG). (b) The fluorescence intensity after 8 hours of incubation (λ ex
= 600 nm) (all samples have MGA and MG): black spectra: positive control, no gate
and no inputs; red spectra: both inputs absent; blue spectra: only i1; green spectra:
only i2; maroon spectra: both inputs; orange spectra: no substrate Si.

(MGA, Kd ∼ 120 nM) [1]. Malachite green (MG) is almost non-fluorescent
while free in solution, but becomes strongly fluorescent when complexed with
its aptamer, and this characteristic provides us with a straightforward way of
detecting the state of the aptamer, which can be binding (1) or non-binding
(0). A two-state switch version of MGA consists of a malachite-green binding
module, and an extension region; the extension can bind either Si or the mala-
chite green binding module, but not both (Fig. 2a). Thus, in the presence of
Si, the aptamer would become active and bind MG, while upon the removal
of Si, through the catalytic reaction of a deoxyribozyme gate, the aptamer
module should become inactive and release the dye.

In Fig. 6 we illustrate this approach with an upstream dual input logic
gate (i1ANDi2) performing a Boolean calculation based on 21-mer input
oligonucleotides and releasing malachite green according to its truth table. A
90% decrease in fluorescence signal (from 8 relative units to 0.6 units) after six
hours with both inputs present (Fig. 2b, maroon spectra) indicates that we
effectively achieved Boolean control of the release of a small molecule through
molecular scale computation elements, which is a proof-of-concept experiment
for computation-triggered drug release.

6 Conclusions

It has been stated by others that our efforts fit into the general field of syn-
thetic biology. Indeed, our desire to understand how to build complex ar-
tificial molecular networks can be viewed as part of a general push in this
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area. But, what are the applications of deoxyribozyme-based networks? Ob-
viously, this type of computation cannot compete with modern computers
in performing complex calculations. The enzymes are simply too slow, and
even non-complementary oligonucleotides interact with each other at higher
concentrations. Despite this, we see several areas of potential applications for
deoxyribozyme-based and related networks in the future. First, the ability of
molecules to perform, for the first time, arbitrary Boolean calculations with
great precision and flexibility can be used to control molecular devices (we
are reluctant to use the much abused term “nanorobots” here). For example,
a series of inputs could be tied to the Boolean calculation, which would result
in triggering a movement by a molecular robot made of nucleic acids (cf.,
our “spider molecules” or various walkers previously reported). Also along
these lines, we are constructing mechanical devices, including the next gen-
eration of drug delivery elements, which could be controlled by logic gates.
Second, ribozyme-based logic gates could form circuits capable of control-
ling cell behavior; the ease with which a deoxyribozyme-based automaton
was constructed argues that such networks may have greater flexibility than
corresponding protein analogs. Finally we should stress the significance of
studying these networks for the theories of early life, and for mimicking early
metabolic networks. Somewhat beyond the scope of this review, but definitely
very intriguing, are the possibilities of interconnecting these enzymatic net-
works with various self-evolving systems that are used by RNA chemists. In
particular, we are referring the reader to Joyce’s self-evolving ribozymes [8],
and in lieu of a conclusion to this chapter, we propose that such networks
could be evolved to perform computational functions.
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1 Introduction: the Aqueous Concept

The aqueous concept of computation was developed after studying Leonard
Adleman’s method of DNA computing in which he used the annealing, in
water, of single-stranded molecules of DNA [1, 2]. In the aqueous concept
it is the water rather than the molecules that is chosen as the basis for a
new exploratory computing concept. Suppose that memory can somehow be
contained in water and in enormous redundancy. The redundancy allows the
assumption that the many representations of each item in memory are uni-
formly distributed throughout the water. Aqueous memory then allows two
extraordinary operations: (1) The complete memory can be replicated in unit
time (pour the aqueous memory into two containers). (2) Two memories can
be merged in unit time (pour two into one). How can these two operations be
used in computing?

A nanoscale ‘writing tablet’ must be chosen that can be dissolved (or sus-
pended) in water. One must be able to ‘write’ on these tablets and ‘read’ from
them. There is a seemingly endless list of potential ‘tablet-writing–reading’
technologies that one can imagine. Several of these choices have been proto-
typed in wet labs, and these are reviewed here. Whichever choice is made,
each wet-lab computation begins with a test tube containing a vast number
of identical nanotablets in water. Each computation consists of a sequence
of steps in the following pattern: pour tube into two or more tubes; in each
tube, write in parallel the same datum on all the tablets the tube contains
(with different tubes receiving different data); and unite the tubes into a sin-
gle tube. After the appropriate sequence of such steps has been carried out,
the computation is completed by reading from tablets in the final tube.

Several introductions to aqueous computing have appeared and may be
helpful in clarifying any points that are not made clear here [4, 8, 19].
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2 At Leiden University

The first aqueous computation was initiated in the summer of 1998 at Leiden
University in the laboratory of Herman Spaink with support from the Lei-
den Center for Natural Computing (LCNC). For use as the tablet, a circular
double-stranded (ds) DNA molecule (a plasmid) was modified by the incor-
poration of a specially designed insert, INS, containing six subsegments each
consisting of from 36 to 51 base pairs. Each of these subsegments (stations)
was bounded at each end by a site for a restriction enzyme that had no site on
the plasmid other than at these two station-bounding sites. In a computation,
each of the six stations is a location at which one memory bit is represented.
The initial condition of each station of the plasmid is interpreted as repre-
senting the bit one. Writing at a specific station consists of the removal of the
subsegment with which the station is associated. This is done in two steps.
By using the restriction enzyme, the two sites of which bound the subseg-
ment, the plasmid is cut into two linear molecules: the short subsegment itself
and the much longer linear remnant of the original circular molecule. Using a
ligase, the longer linear molecule is recircularized. The deletion of the short
subsegment with which the station is associated is interpreted as the writing
of a zero at this station. Thus: subsegment present = 1; subsegment absent
= 0. No provision has been made for replacing a zero by a one. This choice
of writing procedure has been called ‘CDL’, for ‘cut–delete–ligate’. The pro-
cesses for reading in aqueous computations have been varied, even when the
same writing technique has been used. Consequently reading is specified here
only after the choice has beed made of the particular algorithmic problem to
be treated.

The first computation done in Leiden treated an instance of the maximal-
independent-set (MIS) problem of graph theory. The specific instance cho-
sen was the one to which the maximal clique problem treated previously in
[13] was reduced and then solved. The graph considered was G = (V, E),
having vertex set V = {a, b, c, d, e, f} and set of undirected edges E =
{(a, b), (b, c), (c, d), (d, e)}. Recall that the MIS problem calls for the deter-
mination of the cardinal number of a largest independent subset of V . As
is usual with simple wet-lab prototype computations, the answer can be ob-
served in advance and in this case is 4. In fact, the unique independent subset
of largest cardinal number is apparently {a, c, e, f}. But how can the solution
be obtained using only wet-lab operations?

The six stations of our plasmid tablet are identified with the six vertices
of the graph G. The initial condition of each plasmid (six ones) is taken as a
characteristic function defined on V and therefore initially represents V itself.
The initial state of our computer is a test tube T containing a vast number
of these plasmid tablets. Each of the four edges in E is treated in turn as
follows: Pour the current tube T into two tubes L and R and treat the next
edge (x, y) in E that has not yet been treated by writing a zero at station x
in L and a zero at station y in R; unite L and R into (a new) tube T . Note
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that T now contains no tablet having a one at both the station x and the
station y. A sequence of four such steps, one for each edge in E, gives a final
tube T that contains only plasmids encoding independent subsets of V . An
elementary exercise confirms that the characteristic function of any maximal
independent subset of V will be encoded on plasmids in this final T . Note
that the plasmids that encode the largest number of ones contain the solution
to the MIS problem. We must now ‘read’ from T .

Recall that the six stations lie on an insert, INS, that was installed in
the plasmid. This insert, was designed to have special restriction sites at each
end. This allows the insert, of intermediate length, to be cut out from the
much longer plasmid. Reading has been done as follows. In the final T , the
inserts are cut from the plasmids leaving the short linear INS molecules and
the much longer linear remnants. A gel separation is performed on the result-
ing contents of T . The inserts (which may have various intermediate lengths
following the previous four steps of removal of selected subsegments) migrate
down the gel leaving the large residues near the top of the gel. From the lo-
cation of the band on the gel that contains the longest inserts, the number
of ones that are encoded on these inserts can be determined. This gives the
solution of this instance of the MIS problem: 4. If one wishes to determine a
(the) maximum independent set itself, one may cut from the gel the band con-
taining the molecules that encode, as a characteristic function, the maximal
independent set. The six bits 101011, which specify the subset {a, c, e, f}, can
be determined by DNA sequencing or by a variation of the method illustrated
in the next section.

The results of the computation described here are available in [8], which
gives wet-lab details not mentioned here and displays a photograph of the
final gel described above.

3 At Binghamton University

In Binghamton in the late fall of 1998, with the collaboration of our guest,
Masayuki Yamamura, a second aqueous computation was begun in the labo-
ratory of Susannah Gal. The following instance of the Boolean satisfiability
problem (SAT) was chosen for prototyping: Is there an assignment of the val-
ues True (1), False (0) for the logical variables p, q and r for which each of
the following clauses evaluates to True (1): p OR q, p′ OR q OR r′, q′ OR r′,
p′ OR r? We use primes to denote negation, so that, for example, p′ is True
precisely when p is False. The answer can be observed in advance to be ‘Yes’
and it can be seen that there is a unique truth setting, namely p = 0, q = 1,
r = 0 for which all four clauses evaluate to True. But how can the solution be
obtained using only wet-lab operations?

As the tablet, a commercially available circular cloning plasmid, pBlue-
script, was chosen and used without modification. This plasmid contains a
cluster of restriction enzyme sites called the multiple cloning site (MCS). Each
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site in the MCS is the unique location in the plasmid at which its associated
restriction enzyme cuts. Six sites in the MCS were chosen to serve as the sta-
tions at which bits are represented, one bit per station. Each of the six sites
chosen as a station is a site at which the corresponding enzyme cuts, produc-
ing a linear molecule having a four-base 5′-overhanging single strand at each
end. Initially each station is interpreted as representing the bit one. Writing
a zero at a station is done in three steps: linearize the plasmid by cutting
at the station with its associated restriction enzyme; complete each four-base
5′-overhanging single strand into a double strand using a DNA polymerase;
and recircularize the linear molecule into a circular plasmid using a ligase.
Observe that each such alteration of a plasmid increases the circumference
by four base pairs and alters the sequence at the station so that its associ-
ated restriction enzyme will no longer cut. Thus, Can be cut at station = 1
(True); can’t be cut = 0 (False). No provision has been made for replacing a
zero by a one. This choice of writing procedure has been called ‘CEL’, ‘for
cut–extend–ligate’.

The six chosen stations on our plasmid tablet are identified with the six
literals p, p′, q, q′, r, r′. The computation is initiated (as always) with a tube T
containing a vast number of plasmids, each of which can be cut at any one of
the six stations and therefore represents six ones. This initial interpretation
expresses three logical contradictions, the first of which is that p and p′ are
both true. The first three steps of the computations have the same form and
each eliminates one of the contradictions: pour tube T into two tubes L and R;
write a zero at p in L and a zero at p′ in R; unite L and R into T . No molecule
in T now contains both a one at station p and a one at station p′. Using this
new T , do the same for q and q′; and with the resulting newer T treat r
and r′ in the same way. Observe that this results in a tube T that contains
precisely the molecules that encode the eight logically consistent settings of
the six literals. (Note that the number of steps of this type is the number of
variables.) The next four steps of the computation have the same general form
and each eliminates those molecules that encode a truth setting for which one
of the clauses fails to evaluate to True. Pour T into L and R; add to L the
enzyme that will cut (linearize) those molecules representing p′ = 1 and add
to R the enzyme that will cut (linearize) those molecules representing q′ = 1;
and unite L and R into T . Observe that this results in a tube T in which all
circular molecules encode logically consistent truth settings for which p OR
q evaluates to True. The next step has the same general form, but uses an
extra tube: pour T into L, M and R; linearize molecules representing p = 1
in L, q′ = 1 in M , and r = 1 in R; and unite L, M and R into T . Observe
that this results in a tube T in which all circular molecules encode logically
consistent truth settings for which both p OR q and p′ OR q OR r′ evaluate to
True. After two additional similar steps a tube T results in which all circular
molecules encode logically consistent truth settings for which all four clauses
evaluate to True.
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Assume that only the circular molecules have been saved – with the
molecules linearized in the preceding steps being discarded (a standard pro-
cedure). The result can now be read as follows. The simple ‘Yes’ is obtained
from a confirmation that there are circular molecules remaining. However, the
unique truth setting that results in all four of the clauses evaluating to True
is obtained as follows: linearize the circular molecules in T by cutting with a
special restriction enzyme that cuts only at a single site on the plasmid and in
such a way that the segments to the left and right of the MCS of the plasmid
differ substantially in length. (On pBluescript the site for Sca I can be used.)
Pour T into three tubes L, M and R and test to determine which of the sta-
tions p, q and r can be cut by their associated restriction enzymes. After the
appropriate enzyme has been added to a tube, there will be linear molecules
of two different lengths in the tube if the enzyme has cut, but only molecules
of one length if cutting was not possible. Consequently when the contents of
L, M and R are placed on gels to be electrically separated, a single band on
a gel gives variable = 0 (False) and a pair of bands on the gel gives variable
= 1 (True). The present computation was carried out and resulted in: P is
False (single band), q is True (two bands) and r is False (single band), which,
as previously observed, is easily verified to be the unique setting of p, q and r
for which all the clauses do indeed evaluate to True. (Note that the number of
steps of this type is the number of clauses.) For instances of the SAT problem
that have more than one such setting there is extra lab work to do to obtain
the distinct settings, but procedures are known for such cases.

The results of the computation described here are available in [6], which
gives wet lab details not mentioned here and displays a photograph of the
final gel described above.

Currently, at Binghamton, we are exploring the use of methylase enzymes
for aqueous computing. We are attempting to carry out the same computation
as described above, but using a new system for writing zeros. We wish to write
zeros (i.e., prevent cutting at restriction sites) by methylating the sites, rather
than by using the more complicated CEL method described above.

4 At Tokyo Institute of Technology

A third writing technique for use in aqueous computing has been developed
in the laboratory of Masayuki Yamamura at Tokyo Institute of Technology.
The nanotablet continues to be a dsDNA molecule and computations are ini-
tiated with a tube T containing a vast number of these tablets. For writing on
the tablets, the new method uses short PNA molecules that aggressively inter-
rupt dsDNA molecules and bind, where allowed by Watson–Crick base-pairing
rules, with one of the two DNA strands. (Briefly, PNA is much like ssDNA
except that the bases, A, C, G, T are held in sequence by a charge-neutral
polypeptide backbone rather than the negatively charged sugar-phosphate
backbone of DNA.) The number of stations at which zeros can be written by
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either the CDL or the CEL technique is limited by the number of distinct
restriction enzyme sites that can be used. By contrast, segments of DNA of
arbitrary sequence can be targeted for the attachment of complementary PNA
molecules. Consequently, when this new method of writing with PNA is used,
there is in principle no upper bound for the number of stations that can be
used. However, when the option of writing with PNA at the site of a restric-
tion enzyme is retained, reading can be done by attempting a cut at that site,
since cutting at a site that has been interrupted by PNA is quite impossi-
ble. This allows elementary testing of the PNA writing technology. Alternate
reading procedures have been introduced that relax the restriction of writ-
ing only at enzyme sites, and consequently an unbounded number of stations
may become available if this new writing method proves to be extendable to
problem instances of practical scale.

When a short PNA molecule binds to one of the two strands of a longer ds-
DNA molecule, the sugar–phosphate backbone of neither of the DNA strands
is broken. Consequently, the short single-strand segment of DNA which has
been displaced by the interrupting PNA remains secured in place by its con-
tinuations in each direction remaining bound in helical form with the com-
panion strand. This leaves the displaced strand available for bonding with any
ssDNA that one may introduce that has a complementary Watson–Crick seg-
ment. This provides a new reading technology: the bit ‘zero’ is represented at
a station precisely if a short single strand of DNA (possibly carrying a chosen
label) binds there.

Experiments that confirm successful writing into a one-bit memory using
PNA and reading from that memory by using either a restriction enzyme or an
ssDNA tag are presented in [20]. Wet-lab details not mentioned here are given
there, along with pertinent gel photos confirming success. Whiplash PCR
is also discussed as a procedure for copying PNA-based memory. The joint
technique of PNA writing and restriction enzyme reading has been successfully
realized in a microfluidic network [12], which has also sped up both of these
processes.

5 At Hokkaido University

An interesting new approach to aqueous computing has been adopted by
Azuma Ohuchi’s group at Hokkaido University [18]. For the first time the
option of writing both zeros and ones has been implemented. This group’
choice for a nano-tablet is a specially designed ssDNA molecule having a
sequence that forms hairpin structures at regular intervals. In their initial
exploration, they have used a 288-base molecule consisting of the following 17
subsegments:

5′- − j − k − l − m − n − o − p − q − r − s − t − u − v − w − x − y − z − -3′
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where all the subsegments are 20 bases long except for the four segments l, p, t,
and x, which are only seven bases long. The 20-base segments flanking the four
seven-base segments l, p, t and x on the left and right, k and m, o and q, s and
u and w and y, respectively, have sequences chosen so that each pair anneals
to form a helix of 20 base pairs (bp) when placed in water. This then forces
each of l, p, t and x to become the seven-base loop of a hairpin structure. The
remaining subsegments j, n, r, v and z serve as spacing segments separating
the four hairpin structures. The four hairpins of this molecule provide four
stations on the tablet at which writing can be done. Computations begin with
an aqueous solution containing a vast number of these molecules in a tube T .
The original four-hairpin configuration is considered to represent four ones.

The procedure for writing a zero at the hairpin nearest the 5′-end is to add
a 40-base ssDNA, call it f , that will base pair with the 40-base segment pair
j − k by attaching initially to the 20 bases of segment j and then displacing
the 20 bases of the segment m from its attachment to k. Note that this opens
the hairpin allowing this first station to now be regarded as a representation
of a zero. Writing a zero at each of the other three stations is done in the
same way – by adding the appropriate 40 base ssDNA, which attaches first
to the spacer to the left of the hairpin and then invades the double-stranded
base of the hairpin. A very special feature of this tablet choice is that zeros can
be rewritten into ones. Suppose a zero has been written at the first station
as described above. There is then a 40 bp helix, consisting of the strand f
bonded to j − k, that is preventing the bonding of segments k and m which
would create a hairpin. To restore the hairpin add the 40 bp complement, call
it g, of f with a biotin attachment that will allow the helices formed by g and
f to be withdrawn from tube T . Hairpins then reform at the first station as
the g − f helices are removed from the tube.

Experiments that confirm success in writing zeros and then rewriting them
as ones at each of the four stations of these tablets are presented in [18]. See
this reference also for the reading techniques developed for this new nano-
tablet. Wet-lab details not mentioned here are given there along with pertinent
gel photos confirming success.

6 At Leiden Again: a Sample from Henkel’s Dissertation

In his recent Leiden University dissertation [9], Christiaan Henkel has devel-
oped several new wet lab techniques that constitute a major contribution to
aqueous computing and to DNA computing in general. One of these is the
generation of proteins for use in reading the results of computations. Chapter
4 of [9] is devoted to an exposition of this process which is illustrated with a
wet-lab solution of an instance of the minimal-dominating-set (MDS) problem
of graph theory.

The graph considered is G = (V, E) having vertex set V = {a, b, c, d, e, f}
and set of undirected edges E = {(a, c), (b, c), (c, d), (d, e), (d, f)}. Recall that
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the MDS problem calls for the determination of the cardinal number of a
smallest subset D of V which dominates G in the sense that the neighborhood
of each vertex v of G contains an element of D. The neighborhood of a vertex
v of G is defined to be the set N(v) = {x in V | x = v or (x, v) is in E}.
Consequently, in the present case there are six neighborhoods: N(a) = {a, c},
N(b) = {b, c}, N(e) = {e, d}, N(f) = {f, d}, N(c) = {a, b, c, d} and N(d) =
{c, d, e, f}. A subset S of V is a dominating set for G if it contains at least
one element from each of these six neighborhoods. Moreover, if S contains
at least one element from each neighborhood that is not a subset of another
neighborhood, then S must be a dominating set for G. Thus, in the present
case, S is a dominating set if it contains at least one element from each of the
four neighborhoods N(a), N(b), N(e) and N(f). For the present instance it
can be observed in advance that D = {c, d} is the unique minimal dominating
set for G and, consequently, the required cardinal number is 2. But how can
the solution be obtained using only wet-lab operations? And how will proteins
play a role in this?

The same plasmid that was used in Section 2 for the solution of the MIS
problem was used again as the nanotablet. Writing is done by the CDL tech-
nique used in the MIS example. Once again, the six stations of the plasmid
tablet are identified here with the six vertices of the graph G. The initial
condition of each of the six stations of each plasmid is again considered to
represent a ‘one’. So. again, subsegment present = 1 and subsegment absent =
0. However, the interpretation of a ‘1’ at the station associated with a vertex
v is now that v has not (or not yet) been chosen for inclusion in a dominating
subset of G. The interpretation of a ‘0’ at the station v is l now that the vertex
has been chosen for inclusion in a dominating set.

The initial state of our computer is a test tube T containing a vast number
of these plasmid tablets. Each of the four neighborhoods that are required for
treatment in the present instance is treated in turn following the pattern of
treatment of N(a) = {a, c}: Pour the current tube T into two tubes L and
R and treat the neighborhood N(a) by writing a zero at station a in L and
a zero at station c in R; unite L and R into (a new) tube T . Note that all
tablets in T have a zero at a vertex in N(a). A sequence of three additional
steps, one for each of N(b), N(e) and N(f), gives a final tube T that contains
only plasmids that have at least one zero in each neighborhood of each vertex
in G. An elementary exercise confirms that every minimal dominating subset
of V must occur encoded as a set of zeros on plasmids in this final T . Note
that plasmids that encode the largest number of ones contain solutions to the
MIS problem. A reading of the content of T by a gel separation was done just
as in the treatment of the MIS problem in Section 2, where again the longest
molecular fragments gave the solution: cardinal number = 2. Moreover one can
recover the MDS {c, d} through sequencing or otherwise, as before. However,
the exciting new development in [9, Chap. 4] is reading from protein output,
as will now be explained:
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Recall from Section 2 that the circular plasmid used has an insert INS
that has six subsegments to be used as stations at which one can write by the
CDL procedure. This INS lies within an open reading frame that provides for
transcription into RNA followed by translation into a protein. The lengths of
these six subsegments are 36, 36, 36, 36, 45, and 51. Each of these segments
consists of DNA code that yields, through transcription into RNA followed
by translation, sequences of amino acids of lengths 12, 12, 12, 12, 15 and 17,
respectively. (These six polypeptides were wisely chosen to encode epitopes
that will allow them, in future work not yet reported, to be read by attachment
of antibodies.) The new reading method reported in [9, Chap. 4] and [10] is
based on determining the mass of the various remaining INS inserts following
the CDL writing operations. For this purpose the candidate plasmids were
transformed in an E. coli host for protein overexpression. The purified protein
molecules produced from the plasmids were analyzed using a technique of mass
spectrometry familiar to protein chemists (MALDI-TOF = matrix-assisted
laser desorption ionization time-of-flight mass spectrometry). This resulted in
a mass spectrum having three sharp peaks, with the maximum at 9292 Da
indicating that the minimal dominating set is {c, d} for which the predicted
mass of the associated protein is 9291.08. The two remaining peaks were at
lesser mass values, indicating that either three or four subsegments had been
removed.

In other chapters of [9] equally exciting techniques for reading by using
fluorescence and for reading using a single-molecule detection system [15] are
described. These new techniques are demonstrated by providing wet lab so-
lutions of a four-variable 3SAT problem, a solution of an instance of the
knapsack problem, and a demonstration of the recently developed concept of
DNA computing by blocking [14].

7 The Future

Only tiny prototype solutions of algorithmic problems have been successfully
carried out by aqueous computing. One can continue to search for aqueous
techniques that can be scaled up to larger instances. If large-scale instances
are ever to be solved in a practical manner, they will surely be implemented
in robotics or in microfluidic circuitry [11, 12]. An alternative path of research
is to ask whether the aqueous concept can suggest a technique for carrying
out computations within or among living cells. Crucially important medical
decisions and actions that require only tiny computations or logical decisions
might be taken at the cellular level. Among these is sensing a toxin and signal-
ing its presence; or, better, producing a molecular output that will neutralize
the toxin or attack a cell that is producing the toxin. A special significance of
the production of a protein as the output of a biomolecular computation (as
discussed in Section 6 above, following [9, 10]) is that the protein may act bio-
logically in its environment. The problem may be addressed for transportation
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through appropriate cellular membranes. Perhaps it will be possible to find a
writing scheme by which environmental chemicals write on nanotablets inside
cells that, in appropriate circumstances, result in an active protein being read
from the nanotablets and in a biologically significant action, either inside or
outside the cell.

Note that each of the algorithmic problems discussed here is a standard
NP-complete problem. The aqueous approach has features that are very at-
tractive conceptually: the number of computational steps required usually
grows only linearly in the length of the descriptions of instances. Virtually all
problems are treated in the same, nearly uniform manner. All computations
begin with a tube containing a vast number of identical nanotablets. The
only variation is in the choice of the scale of vastness, which is based on the
scale of the problem instance. The disagreeable features are those shared with
virtually all schemes for computing with biomolecules: computational steps
are slow and error-prone and, although the number of steps grows slowly as
the problem instance grows, the number of DNA molecules having distinct
sequences in a tube can grow exponentially. If the final tube from which the
result must be read contains a vast number of molecules having distinct struc-
tures or distinct sequences, then single-molecule detection [9, 15, Chapter 3]
may be required. Perhaps the fruit of all this effort will come from new con-
ceptualizations of computing that can be done in and among living cells.

The emphasis here has been on wet-lab implementations of the aqueous-
computing concept. There have also been several additional theoretical ex-
plorations and computational designs based on the aqueous concept. See
the works of Rani Siromoney, Kamala Krithivasan, and their collaborators
[3, 16, 17]. For additional references on aqueous computing, see [7].
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1 Introduction

The present notes start from the remark that a Turing machine works with
a tape which is divided into “cells”, but the notion of a cell is used in a
very restricted and local manner. Thus, a natural question is to consider a
sort of Turing machine where these cells are “real cells”, that is, membranes
containing multisets of symbols, which evolve by means of symport/antiport
rules as is well known in membrane computing [5]. In some sense, we get in
this way a tissue-like P system, with the cells arranged on a line, but we have
several important features which are different from tissue P systems: there is
no communication with the environment, but, like in a Turing machine, we
consider an “infinite tape”, hence an infinite sequence of one-membrane cells;
some of these cells (to the left of the “tape”) are considered differentiated;
with specific multisets of objects and specific sets of rules, while all other cells
are non-differentiated, they have the same contents and the same rules.

An input is provided in the form of symbol-objects introduced in the first
cells of the “tape”, and the string of these symbols is recognized if the com-
putation halts.

In what follows we prove that such devices – we call them bio-Turing ma-
chines – with a small number of differentiated cells and symport/antiport
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rules of small sizes can compute all one-letter recursively enumerable lan-
guages. Examples of non-regular and non-context-free languages over two or
three letter alphabets which can be recognized by our machines are also given.

Then, we examine Byzantine-like problems: if the input is of the form an,
for a ∈ {0, 1}, but there are cells which cannot correctly read the input, thus
falsifying it (but we do not know which cells are in this situation), the problem
is to find whether we can find the true input by suitably “programming” the
machine. Two variants of the question are considered, with positive answers
to the above question.

The chapter has a preliminary character, with many research topics re-
maining to be considered; several of them are explicitly mentioned in the last
section.

2 Prerequisites

We assume the reader to be familiar with the basic elements of computability,
and we only specify a few notations, especially related to membrane comput-
ing; details can be found, e.g., in [5].

By REG, CF, CS, RE we denote the families of regular, context-free,
context-sensitive, and recursively enumerable languages, respectively, with-
out restrictions on the cardinality of the alphabet. When considering only
languages over alphabets with at most n ≥ 1 symbols, then we write
nREG, nCF, nCS, nRE, respectively.

In what follows we will consider one-membrane cells (like in tissue P sys-
tems), communicating through symport/antiport rules. For uniformity, we use
only antiport rules, of the form (i, x; y, j), where i, j are labels of cells and x, y
are multisets of symbol-objects (as usual in membrane computing, we repre-
sent the multisets by strings, with the obvious remark that all permutations
of a string represent the same multiset). When using such a rule, the objects
indicated by x pass from cell i to cell j and, at the same time, the objects
indicated by y pass from cell j to cell i. One of the multisets x, y can be empty
(and then we use the empty string λ to denote it), and this corresponds to
the case of a symport rule. The maximal length of x, y is called the weight of
the rule (i, x; y, j).

In the universality proof below we use the notion of a register machine.
Such a device – in the deterministic version – consists of a given number
of registers each of which can hold an arbitrarily large non-negative integer
number, and a set of labelled instructions which specify how the numbers
stored in registers can change, and which instruction should follow after any
used instruction. There are three types of instructions:

• l1 : (ADD(r), l2) (add 1 to register r and then go to the instruction with
label l2),



Turing Machines with Cells on the Tape 337

• l1 : (SUB(r), l2, l3) (if register r is non-empty, then subtract 1 from it and
go to the instruction with label l2, otherwise go to the instruction with
label l3),

• lh : HALT (the halt instruction).

Thus, formally, a register machine is a construct M = (m, H, l0, lh, I), where
m is the number of registers, H is the set of instruction labels, l0 is the
start label, lh is the halt label (assigned to instruction HALT), and I is the
set of instructions; each label from H labels only one instruction from I,
thus precisely identifying it. A register machine M accepts a number n if,
starting with n in the first register and all other registers empty (hence storing
the number zero) with the instruction with label l0, we proceed to apply
instructions as indicated by the labels (and made possible by the contents of
registers) until reaching the halt instruction, with all registers being empty at
that moment. Let N(M) be the set of numbers accepted by M in this way. It
is known (see, e.g., [4]) that in this way we can compute all sets of numbers
which are Turing computable.

3 Bio-Turing Machines

We pass now to formally define the device we investigate in this paper.

A bio-Turing machine is a construct

Π = (O, $, k, w1, . . . , wk, w, R),

where:

1. O is an alphabet (of objects),
2. $ is a symbol not in O, used as a marker,
3. k ≥ 1 is the degree of the machine,
4. w1, . . . , wk are strings over O, representing the initial contents of cells

1, 2, . . . , k of the machine,
5. w is the contents of cells k + 1, k + 2, . . . (the same for all cells from cell

k + 1 to infinity),
6. R is a finite set of rules of the following two types:

(a) (i, x; y, i + 1), for 1 ≤ i ≤ k, x, y ∈ O∗ (usual antiport rules),
(b) (∗, x; y, ∗ + 1), for x, y ∈ O∗ (antiport rules without labels of cells).

The intuition is that the tape of the machine is bounded to the left and
infinite to the right, and the first k cells from the left are “differentiated”,
they have different contents and different rules, while all other cells are “non-
differentiated”, they have the same contents and rules which can be applied
irrespective of the cell. That is, any rule (∗, x; y, ∗ + 1) can be applied for
exchanging the multisets x, y among any two neighboring cells j, j + 1, with
j > k.
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The machine recognizes a string w = a1a2 . . . an ∈ O∗ of length n as fol-
lows: we introduce ai in cell i, for 1 ≤ i ≤ n (irrespective of the relation
between k and n), as well as a marker $ in cell n + 1 (that is, these symbols
are added to the corresponding multisets wi, w, respectively). From this initial
configuration, the computation proceeds as usual in membrane computing, by
using the rules from each cell in a non-deterministic maximally parallel way:
in each step, a multiset of rules is applied, with the rules and the objects non-
deterministically chosen, but in such a way that no further rule can be used
at the same time (the objects which possibly remain unused are not enough
for applying any further rule). In this way, we pass from a configuration (in-
stantaneous description) of the machine to another configuration. A sequence
of transitions forms a computation; if the computation halts (it reaches a
configuration where no rule can be used), then the input string a1a2 . . . an is
accepted.

For the readers convenience, in Fig. 1 we give a representation of a bio-
Turing machine, in a similar way as the standard Turing machines are rep-
resented (here we do not have a read-write head), with the input string also
indicated.

w1 w2 w3 . . . wk w w w . . .

a1 a2 a3 . . . . . . an $Input

� � � � � � �

(i, x; y, i + 1), 1 ≤ i ≤ k (∗, x; y, ∗ + 1)

Fig. 1. A representation of a bio-Turing machine

For a machine Π we denote by L(Π) the language of all strings recognized
as above by Π . The family of all languages L(Π) recognized by bio-Turing
machines with at most k differentiated cells and using rules of weight at most
r is denoted by LTPk(antir). When one of the parameters k and r is not
bounded, then we replace it with ∗. When considering only languages over
an alphabet with at most n ≥ 1 symbols we write nLTPk(antir) for the
corresponding family.

4 Some Examples

We start with a simple example, illustrating the way a bio-Turing machine
works (and also proving that such devices can recognize non-regular lan-
guages).
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Let us consider the machine

Π1 = (O, $, 2, f, d, λ, R),

where:

O = {a, b, d, f},
R = {(1, f ; λ, 2), (1, a; d, 2), (1, b; d, 2),

(∗, λ; a, ∗ + 1), (∗, λ; b, ∗ + 1), (∗, λ; $, ∗ + 1),

(2, λ; a, 3), (2, λ; b, 3),

(1, λ; ab, 2),

(2, fa; $, 3), (2, fb; $, 3), (∗, f ; λ, ∗ + 1)}.
We have two differentiated cells; the first one contains initially the object

f , the second one contains the object d. We input a string w ∈ {a, b}∗; assume
that we have |w| ≥ 3 (hence initially the dollar symbol is not in cell 3). In
the first step, the symbol from cell 1 is moved to cell 2 (and this can happen
only once, because the move is done in exchange of d, initially present in cell
2) and, simultaneously, f moves from cell 1 to cell 2. In each step, all symbols
a, b from cells 3, 4, . . . of the tape are moved one step to the left. From cell 2
we can move pairs ab to cell 1 (and, because of the maximally parallel mode
of using the rules, this should always be done when a pair is present in cell 2).
Also the dollar symbol can be moved to the left, but only until reaching cell
3; at that moment it checks whether any copy of a or any copy of b is present
in cell 2. If this is the case, then a rule (2, fa; $, 3), (2, fb; $, 3) can be used,
and the symbol f can move to the right forever (by rule (∗, f ; λ, ∗+ 1)), thus
preventing the halting of the computation. Therefore, the string w is accepted
only if it contains the same number of occurrences of a and of b. (If at the
moment when $ arrives in cell 3 we have a pair ab in cell 2, then we can still
use any of the rules (2, fa; $, 3), (2, fb; $, 3), and the computation continues
forever, but if only the pair ab is present, then it can be moved to cell 1, and
the computation halts.)

If the input string is of length two, then the computation stops only if the
string is one of ab or ba; the details are left to the reader.

The strings λ, a, b are obviously accepted (none or only one computation
step can be done). Consequently,

L(Π1) = {a, b} ∪ {w ∈ {a, b}∗ | |w|a = |w|b}.
This is a non-regular language, hence LTP2(anti2) − REG 	= ∅.

The previous construction can be easily modified in order to obtain a bio-
Turing machine Π2 accepting the language L(Π2) = {a, b, c}∪{w ∈ {a, b, c}∗ |
|w|a = |w|b = |w|c} (we also move c from cell 1 to cell 2 in the first step, and
from the right to left, to cell 2, from the rest of the tape; then, the rule
(1, λ; abc, 2) will check the equality of the number of occurrences of a, b, c; if
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these occurrences do not match, then f will be released from cell 2 and will
move indefinitely to the right). That is, LTP2(anti3) − CF 	= ∅.

It is of interest to observe that for recognizing the language L(Π1) we do
not need to use the marker $. Indeed, let us consider the machine

Π ′
1 = ({a, b, d, f, g}, $, 2, f, dg, λ, R′),

with the rules

R′ = {(1, a; d, 2), (1, b; d, 2),

(∗, λ; a, ∗ + 1), (∗, λ; b, ∗ + 1),

(2, λ; a, 3), (2, λ; b, 3),

(1, λ; ab, 2),

(1, f ; g, 2), (1, g; f, 2), (1, f ; λ, 2),

(2, fa; λ, 3), (2, fb; λ, 3), (∗, f ; λ, ∗ + 1)}.

The machine Π ′
1 works in a similar way as Π works, with the difference of

using the symbols f, g for checking the end of the string (and the equality of
the number of occurrences of a and b): the symbols f, g oscillate between cells
1 and 2 for an arbitrarily large number of steps, then f comes to cell 2; if there
is any a or b without a pair here, then f can go to cell 3, and from here it can
move indefinitely to the right of the tape. This ensures that the string contains
the same number of occurrences of a and b. (Of course, f can leave cells 1,
2 prematurely, but this just makes the computation take an endless path; if
the string is from the language L(Π1), then another computation exists which
accepts it.) Note that the marker $ plays no role in this construction.

In the previous case, the strings are accepted due to a condition about
their Parikh image (if a string is accepted, then all permutations of a string
are accepted), but this is not always the case with all languages accepted by
bio-Turing machines.

To illustrate this assertion, we consider the machine

Π3 = (O, $, 3, λ, e, ccddf, λ, R),

where:

O = {a, b, c, d, e, f},
R = {(∗, λ; a, ∗ + 1), (∗, λ; b, ∗ + 1), (∗, λ; $, ∗ + 1),

(3, λ; a, 4), (3, λ; b, 4), (3, λ; $, 4),

(2, e; f, 3), (2, e; ca, 3), (2, c; ca, 3), (2, c; db, 3), (2, d; db, 3),

(1, λ; ab, 2),

(2, a; f$, 3), (2, b; f$, 3), (1, λ; f, 2), (1, f ; λ, 2)}.
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The functioning of the machine Π3 is very similar to the functioning of
Π1, with the difference that only strings of the form anbm can be accepted: in
order to move symbols a from cell 3 to cell 2 we need copies of c in both cells,
and in order to move symbols b we need copies of d in the two cells; initially,
c and d are present in cell 3, and we can first bring one c in cell 2 (and this
should be done, otherwise the rule (2, e; f, 3) is used and the computation
never stops, because f oscillates between cells 1 and 2), and later one copy
of d. Checking whether the number of copies of a is equal to the number of
copies of b is done like in the first example – but this time we do not examine
the first symbol. Therefore, we have

L(Π3) = {an+1bn, banbn | n ≥ 2} ∪ {abanbn−1, bbanbn−1 | n ≥ 1}.
This is a non-regular language. Of course, we can also extend this example

in such a way as to recognize a non-context-free language, but we leave this
exercise to the reader.

5 One-Letter Universality

We briefly investigate now the computational capacity of bio-Turing machines.
Directly from the definitions and from the examples given above, we have the
following results.

Lemma 1. (i) LTPk(antir) ⊆ LTPk′(antir′), and nLTPk(antir) ⊆
nLTPk′(antir′), for all 1 ≤ k ≤ k′, 1 ≤ r ≤ r′, and n ≥ 1.

(ii) LTP∗(anti∗) ⊆ RE, and nLTP∗(anti∗) ⊆ nRE, for all n ≥ 1.
(iii) 2LTP2(anti2) − REG 	= ∅, 3LTP2(anti3) − CF 	= ∅.
In the previous examples, all the undifferentiated cells were empty, but

if we want to recognize more complex languages, then we need a workspace
which can be much larger than the number of objects provided by the differ-
entiated cells, hence we need objects also in the undifferentiated cells. This is
the case in the following universality result.

Theorem 1. 1RE = 1LTPk(antir) for all k ≥ 2, r ≥ 2.

Proof. In view of the lemma above, we only need to prove the inclusion 1RE ⊆
1LTP2(anti2).

To this aim, let us consider an arbitrary register machine M = (m, H, l0, lh, I).
We add to it a new register, considered as register 0, as well as the following
two new instructions,

s0 : (SUB(0), s1, l0), s1 : (ADD(1), s0),

where s0, s1 are new labels. Consider the machine obtained in this way, M ′ =
(m + 1, H ∪ {s0, s1}, s0, lh, I ′), starting with a number n stored in register 0
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and all other registers empty; using the previously added rules, the content of
register 0 is moved to register 1, and from now on we follow the instructions
of machine M , never again using register 0. Clearly, N(M ′) = N(M).

We will now construct a bio-Turing machine Π which recognizes strings
an
0 if and only if n ∈ N(M), which will imply that any language from 1RE

can be recognized in this way. We take

Π = (O, $, 2, de, dfgg, w, R),

where:

O = E ∪ {a0, d, e, f, g},
E = {ai | 1 ≤ i ≤ m} ∪ {l, l̄, l′, l′′, l′′′, liv | l ∈ H ∪ {s0, s1}},
w contains all symbols from E exactly once,

and the set R of rules is constructed as follows (together with the groups of
rules we give explanations about how they work).

The initial configuration (hence after introducing a0 in n leftmost cells)
starts as follows

a0de a0dfgg a0w a0w a0w . . .

The idea of the construction is the following: we bring all copies of a0 in
cell 1, and then we bring arbitrarily many copies of each object from E in
cell 2; at some moment, we stop this latter operation and we introduce s0 in
cell 1, triggering in this way a computation in the register machine M ′. The
contents of each register r of M ′ will be represented by the number of copies of
ar present in cell 1; initially, we have here the n copies of a0. The computation
in Π will halt only if the computation in M ′ halts, and, conversely, to each
halting computation in M ′ we can find a halting computation in Π , which
will imply that L(Π) = {an

0 | n ∈ N(M)}.
1. In order to bring all copies of a0 in cell 1, we use the following rules:

(∗, λ; a0, ∗ + 1), (2, λ; a0, 3), (1, d; a0d, 2),

(∗, λ; $, ∗ + 1), (2, λ; $, 3).

After using these rules, the configuration of the machine is as follows:

an
0de $dfgg w w w . . . ,

hence with $ in cell 2. Note that a0 can be moved in cell 1 only if object
d is present in both cells 1 and 2.
Because a0 /∈ E, the symbol a0 does not appear in w, hence the process
above stops after bringing the input string in cell 1. This was the reason of
passing from the initial register machine M to M ′ – in order to simulate
M we need arbitrarily many copies of each symbol ar, 1 ≤ r ≤ m (a1

included), hence, if the input is given as a string an
1 , then we have to take

care not to bring in the first cell more copies of a1 than in the input.
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2. We bring $ in cell 1, by means of the rule

(1, de; $, 2).

The configuration becomes

an
0$ ddefgg w w w . . .

Note that all copies of a0 are now in cell 1 and that from now on no a0

can be moved from cell 2 to cell 1, because both copies of d are in cell 2.
3. We now use the object e in order to bring in cell 2 arbitrarily many objects

from the set E, and to this aim we use the following rules:

(2, ef ; λ, 3),

(∗, e; λ, ∗ + 1),

(∗, λ; eα, ∗ + 1), (2, λ; α, 3), for all α ∈ E.

The object f remains in cell 3, while e goes to the right at any distance,
comes back with any symbol α, and the process is repeated an arbitrary
number of times. All objects α brought to cell 3 pass immediately to cell
2.

4. At some moment, we stop this process, by bringing e back to cell 2, by
means of the rule

(2, λ; e, 3).

The configuration looks as follows,

an
0$ ddeggEω f w′

1 w′
2 . . . ,

where w′
1, w

′
2, . . . are any submultisets of w, and Eω is written to suggest

that we have arbitrarily many copies of each object from E (cell 3 contains
only f , because all symbols from its initial multiset w were moved to cell
2 by the rule (2, λ; α, 3), α ∈ E).
Note that e cannot again leave cell 2, because f is in cell 3, hence the rule
(2, ef ; λ, 3) is no longer applicable.

5. We now use object e in order to bring s0, the starting label of M ′, in cell
1, and to this aim we use the rules

(1, λ; es0, 2), (1, λ; eg, 2), (1, g; g, 2).

(If s0 is not present in cell 2, then a copy of object g is brought in cell 1,
and the computation will continue forever by means of the rule (1, g; g, 2).)
The obtained configuration is

an
0 es0$ ddggEω f w′

1 w′
2 . . .

From now on, no rule from the previous groups can be used, because the
necessary pairs of objects are not in the right places.
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6. We now start the simulation of the instructions of the register machine
M ′. An instruction l1 : (ADD(r), l2) ∈ I ′ is simulated by using the following
rules:

(1, l1; l2ar, 2),

(1, l1; g, 2).

The label-object l1 present in cell 1 is exchanged with l2ar, which rep-
resents the correct simulation of the ADD instruction; if cell 2 does not
contain the necessary objects l2, ar (that is, the previous phase of the
computation has not brought sufficient objects in cell 2), then we have
to use the rule (1, l1; g, 2) and the computation will never halt, because g
will oscillate forever between cells 1 and 2 by means of the rule (1, g; g, 2).

7. An instruction l1 : (SUB(r), l2, l3) ∈ I ′ is simulated by using the following
rules:

(1, l1; l̄1l
′′′
1 , 2), (1, l1; g, 2),

(1, l̄1l
′′′
1 ; l′1l

′′
1 , 2), (1, l̄1l

′′′
1 ; g, 2),

(1, l′1ar; l
′′′
1 , 2),

(1, l′′1 ; liv1 , 2), (1, l′′1 ; g, 2),

(1, liv1 l′′′1 ; l2, 2), (1, liv1 l′′′1 ; g, 2),

(1, liv1 l′1; l3, 2), (1, liv1 l′1; g, 2).

We start again with l1 in cell 1. The first two pairs of rules are meant to
ensure that l′′′1 is present in cell 2; if this is not the case, then the trap
object g comes to cell 1 and the computation will not halt. After making
sure that l′′′1 is present in cell 2, the use of the rule (1, l′1ar; l

′′′
1 , 2) depends

only on the presence of at least one copy of ar in cell 1 (hence whether or
not register r is non-empty). If this is the case, then l′′′1 is brought to cell
1. Simultaneously, l′′1 is exchanged with the “checker” liv1 . If this “checker”
finds l′′′1 in cell 1, then one brings l2 in cell 1, otherwise (that is, if the
rule (1, l′1ar; l

′′′
1 , 2) was not used, hence the register was empty) the object

l3 is brought from cell 2 to cell 1. Note that all rules (1, u; v, 2) with the
exception of (1, l′1ar; l

′′′
1 , 2) have companion rules of the form (1, u; g, 2),

hence they have to be used, otherwise the computation never stops. This
is meant to ensure that if the computation in Π halts, then this is not
due to the shortage of necessary objects in cell 2.
The simulation of instructions of M ′ can be repeated. If the computation
in M ′ stops, hence lh is introduced in cell 1, then also the computation
in Π stops (there is no rule by which we can continue). Conversely, for
each halting computation in M ′ we can find a halting computation in Π ,
hence the numbers computed by M ′ are exactly the lengths of strings
from L(Π).

The observation that the degree of Π is 2 and that the maximal weight of the
rules from R is also 2 concludes the proof. �
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6 Two Byzantine-Like Problems

Let us consider that some of the cells of a bio-Turing machine are “faulty”, in
the sense that they cannot correctly “read” the input symbols a1, a2, . . . , an.
More precisely, let us consider the case when the input is composed of only
symbols 1 or only symbols 0, and that some of the cells can corrupt the input,
so that instead of 1 they will get inside 0, or conversely. The problem is to
find bio-Turing machines “input-reliable”, in the following sense: we input a
string αn (bounded to the right by $) as usual, with one symbol α introduced
to each cell, and we want to halt with some object a0 or a1 in cell 1 telling us
whether α was 0 or 1, respectively. That is, all computations halts, and the
subscript of the object a from cells 1 is precisely the value of α.

Of course, the possibility to construct such a machine depends on the
number of faulty cells. If we know that we have at most s such cells, then any
input of length at least 2s+1 can be, in principle, correctly identified: at least
s + 1 values of the input bit remain unchanged, hence it is enough to bring
all input objects – as “seen” by the cells, possibly corrupted – in the same
cell and compare the number of copies of 0 with the number of copies of 1.
The only problem is to “program” this procedure in terms of antiport rules
working with the cells of a bio-Turing machine, and this can be done like in
the first example from Section 4, with the important difference that this time
we always have to halt (hence the use of trap-symbols is no longer allowed).

Because of this difficulty, we give the details of the machine which answers
this first Byzantine-like problem. We take

Π = ({1, 0, a0, a1, c, d}, $, 4, c, d, d, a0a1, λ, R),

R = {(1, cα; λ, 2),

(∗, λ; α, ∗ + 1), (4, λ; α, 5), (3, λ; α, 4), (2, d; dα, 3) | α ∈ {0, 1}}
∪ {(1, λ; 01, 2),

(∗, λ; $, ∗ + 1), (4, λ; $, 5), (3, λ; $, 4), (2, d; $, 3),

(3, dd; a0a1, 4), (2, 0; a0, 3), (2, 1; a1, 3), (1, λ; a0, 2), (1, λ; a1, 2)}.

We introduce a string βn, with n ≥ 2s + 1 and β ∈ {0, 1}, in the machine.
The bits read by at most s cells can be flipped – but we do not know which
cells are doing this. Thus, we bring in cell 2 all bits read by the cells, either
correct or corrupted. Pairs 01 are moved to cell 1, hence in the end we will
have here either only copies of 0 or only of 1, and the remaining bit is the one
equal to β. Both a0 and a1 are moved to cell 3 after completing the comparison
(after bringing $ in cell 2, which means that both copies of d are in cell 3),
and the object ai whose i is present in cell 2 is first moved from cell 3 to cell
2 and then to cell 1, thus giving the correct answer. The computation halts
at that moment.

Note that the previous system has degree 4 and antiport rules of weight 2.
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In the previous setup, the faulty cells were unreliable in what concerns the
input bit, which was possibly flipped, but when receiving objects 0 and 1 from
the neighboring cells they behaved correctly, always interpreting the received
bit correctly and passing it further unchanged. Of course, if such errors were
to be considered, then the previous machine will no longer work, and we see
no way to cope also with such bilaterally faulty cells – without adding further
restrictions.

One such restriction is to consider that the faulty cells are systematically
flipping the received bit, irrespective from which direction the bit comes, from
the “user” as an input, or from a neighboring cell. Somewhat expectedly, in
this case we can find the correct input by means of a bio-Turing machine
which only checks the two leftmost bits.

Such a machine is the following one:

Π = ({1, 0, a0, a1, a
′
0, a

′
1, c, d, e, e′}, $, 3, ee′, da′

0a
′
1, a0a1, λ, R),

R = {(1, λ; 1a′
1, 2), (1, λ; 0a′

0, 2),

(1, e00; d, 2), (1, e11; d, 2), (1, e′01; d, 2),

(2, ea′
0; a1, 3), (2, ea′

1; a0, 3), (2, e′a′
0; a0, 3), (2, e′a′

1; a1, 3),

(1, λ; a0, 2), (1, λ; a1, 2)}.
Assume that we input ββ in the first two cells; we denote by β̄ the flipped

value of β.
We have four cases: (i) both cells 1 and 2 are faulty; (ii) cell 1 is faulty and

cell 2 is not; (iii) cell 1 is not faulty but cell 2 is so; (iv) both cells are not faulty.
The bits seen in each case by the cells are β̄β̄, β̄β, ββ̄, ββ, respectively. The
bit from cell 2 is moved to cell 1, together with the associated a′

i, i ∈ {0, 1};
depending on the type of cell 1, faulty or not, the bit it receives will be
flipped or not, hence in cell 1 we will have one of the pairs β̄β, β̄β̄, ββ̄, ββ,
respectively. Therefore, in cases (i) and (iii) the bits we have in cell 1 are
different, while in cases (ii) and (iv) the bits from cell 1 are equal. These pairs
of cases correspond to the states of cell 2: cell 2 is trustful in cases (ii) and
(iv) and faulty in cases (i) and (iii). When the bits from cell 1 are equal we
move from here to cell 2 the object e, otherwise we move the object e′.

Note that when moving α from cell 2 to cell 1, we also move the corre-
sponding object a′

α, hence what remains is a′
ᾱ. Thus, if e finds here a′

ᾱ, because
e means that cell 2 is trustful, it follows that the input was α; that is why aα

is moved from cell 3 to cell 2, and from here to cell 1. Conversely, if we have
e′ present in cell 2, because this corresponds to the case when cell 2 is faulty,
if a′

α was moved away from cell 2, then this means that ᾱ was the true input
and cell 2 has flipped it; in this case, aᾱ is moved from cell 3 to cell 2 and
then to cell 1.

In both cases, in four steps we get the correct answer and we halt.
It is worth noting that the result is obtained irrespective of the number

of faulty cells, using an input of only two bits, without using the right hand
marker $; the system is of degree 3, and it also uses antiport rules of weight 3.
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7 Further Research Topics

The list of questions which remain to be addressed about bio-Turing machines
is very large. For instance, the examples from Section 4 and Theorem 1 show
that the computing power of these devices is rather large. Can Theorem 1
be extended to languages over arbitrary alphabets? We conjecture that the
answer is affirmative. What would be the degree of the system and the weight
of antiport rules sufficient for this case? Are there types of bio-Turing machines
for which these parameters induce infinite hierarchies? What about the size
of “axioms” w1, . . . , wk and w?

Then, a series of variants can be considered. For instance, can the use of
the marker symbol $ be avoided? (This was the case in the first example from
Section 4 and in the second Byzantine-like problem.) What about considering
deterministic bio-Turing machines? Note that the determinism makes sense,
because we work with recognizing machines. Are the deterministic bio-Turing
machines strictly less powerful than the non-deterministic ones? (Note that
in the cell-like P systems with symport/antiport, the answer to this question
depends in general on whether the considered class of systems is universal
or not: universality is often obtained for deterministic systems, see, e.g., [1],
but there are sub-universal classes of P systems for which the deterministic
version is strictly less powerful than non-deterministic systems, see [2].) What
corresponds to a linearly bounded automaton? (A possibility is to consider
two types of non-differentiated cells, first with a multiset w inside, then, to
the right of them to infinity, empty. However, this does not automatically
imply that the recognized language is context-sensitive: it remains to prove
that – as expected however – we cannot use the empty endless tape for encod-
ing information, for instance, in the distance between two non-empty cells.)
What could a push-down automaton mean in this framework? Similar to Tur-
ing machines with the tape infinite in both directions, we may consider such
bi-infinite tapes also for bio-Turing machines. Another extension can be to
consider cells which are not composed of only one membrane – maybe then
restricting the weight of rules. It could also be of interest to explicitly con-
sider the size of symport rules, that is, dealing with families of the form
LTPk(symr, antiq), thus playing with all parameters k, r, q (degree, maximal
weight of symport rules, maximal weight of antiport rules).

The previous questions can be extended to cellular automata, which
also have “cells” which, are not cells. How a cellular automaton with cell-
membranes arranged on a grid, containing multisets and exchanging objects
(horizontally or vertically) by using antiport rules, can be defined remains to
be found. Because we do not create or destroy objects, we either have to con-
fine ourselves to playing a purely combinatorial game, or we need a supply of
objects (for instance, by considering as non-differentiated the neighborhood
of a finite “central” region, like in a bio-Turing machine).

Also the preliminary results from Section 6 ask for extensions and gener-
alizations. For instance, a natural question is to also identify the faulty cells,
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while a possible generalization is to consider inputs which can take more than
two values.
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1 Introduction

Ciliates are single-celled eukaryotes characterized by the presence of nuclear
dimorphism. Each ciliate cell contains two types of nuclei: a germ-line mi-
cronucleus (MIC), used in the exchange of genetic material but mostly tran-
scriptionally silent, and a somatic macronucleus (MAC), where transcription
takes place during vegetative life.

Following sexual conjugation, the somatic nucleus of the mother cell is
destroyed and a new somatic nucleus forms from a copy of the zygotic mi-
cronucleus. The process by which an MIC is converted into an MAC involves
massive DNA elimination, rearrangements and amplification (for a review of
ciliate biology, see [21]).

The DNA in the germline nucleus is organized in a fashion similar to the
DNA of other eukaryotes, with large diploid chromosomes containing many
genes and a centromere. Generally, the MAC contains smaller acentric but
telomere-carrying chromosomes derived from the MIC chromosomes. The de-
tails of the DNA organization in the MAC, however, vary in detail between
ciliate lineages: in the oligohymenophoran Tetrahymena thermophila approxi-
mately 15% of the micronuclear sequences are eliminated during the formation
of the new macronucleus, and the chromosomes are fragmented to generate
200 different somatic chromosome types, each with a ploidy of 45 copies;1 in
another oligohymenophoran, Paramecium tetraurelia, approximately 20% of
the sequences present in the micronucleus are eliminated, and the macronu-
cleus has approximately 300 chromosomes, each with a ploidy of hundreds of
copies; and in spirotrichous ciliates, such as Sterkiella histriomuscorum (also
known as Oxytricha trifallax) and Stylonychia lemnae, ∼ 95% of the sequences
in the micronucleus are eliminated, generating a macronucleus containing ∼
1 In addition to these chromosomes, the macronuclei of ciliates contain a ribosomal

DNA (rDNA) chromosome present in thousands of copies.
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24,000 different chromosomes, each with a ploidy of thousands of copies —
most chromosomes typically contain a single gene, plus flanking short, non-
coding subtelomeric regions [21].

The DNA that is eliminated from the micronucleus in the generation of
a new macronucleus is referred to as MIC-limited, and the DNA sequences
that are retained are called macronuclear destined sequences (MDSs). MIC-
limited DNA can vary greatly in length, and can be located in intergenic
regions or even interrupt genes. MIC-limited DNA sequences that interrupt
macronuclear chromosomes are called internal eliminated sequences (IESs);
because they often interrupt genes, IESs must be removed precisely, and the
flanking MDS sequences joined together to produce a functional MAC. In
six known genes of spirotrichous ciliates [22, 13], the order of MDSs is dif-
ferent in the macronucleus compared with the micronucleus; these are called
scrambled genes (Fig. 1 shows some examples of scrambled genes). There are
currently three scrambled genes for which several homologues have been stud-
ied in multiple spirotrich species: alpha-telomere-binding protein [16], actin
I [7] and DNA polymerase alpha [11] (Fig. 1); however, estimates suggest
that thousands of scrambled genes probably lurk in the micronuclear genome
[21]. Besides having a different order in the MIC, MDS segments in scrambled
genes can lie in opposite orientations, reside on different loci [1] and even be
intertwined among segments for other genes [13].

We have made available a database containing all scrambled and non-
scrambled spirotrich genes for which the micronuclear sequence is known
(MDS/IES Db), as well as a program to infer a gene’s MDS and IES struc-
tures when the macronuclear and the micronuclear version of a gene are
known. Both are available online at: http://oxytricha.princeton.edu/

dimorphism/ [3, 2].
Little is known about how ciliates determine the identity of IESs, or the

correct order of MDSs in the formation of a new macronucleus. One clue
comes from the fact that the end of every MDS contains a nucleotide word
that is repeated in the beginning of the next MDS; these repeats are called
pointer sequences. In the case of simple nonscrambled IESs, this results in
IESs flanked by matching pointers; IES removal leaves one pointer sequence
behind in the MAC copy, and eliminates one pointer along with the IES.
Pointers must somehow facilitate excision of the IES, while at the same time
guiding the proper reordering of MDSs in scrambled genes.

In this chapter, we shall discuss how spirotrichous ciliates unscramble their
genes in light of recent advances in our understanding of IES excision in
Tetrahymena and Paramecium, but first we shall discuss pointer sequences
further and show why they alone cannot guide gene unscrambling.
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Fig. 1. Examples of the organization of scrambled genes. The top line in each panel
represents the macronuclear version and the bottom line the micronuclear version of
the genes. Red represents MDSs, blue IESs and green pointer sequences (note that
the pointer sequences have been exaggerated). Figure generated by MDS/IES Db
(http://oxytricha.princeton.edu/dimorphism/) [2].

2 Pointer Sequences

The precise determination of pointer sequences is still under some debate; here
we shall use the definition proposed by [14] and implemented in MDS/IES Db.
According to this definition, pointers are exact repeats between the ends of
MDSs that are consecutive in the MAC; however, in cases where one mismatch
leads to the incorporation of three or more matches, the pointers are extended.

In the spirotrich Euplotes aediculatus all pointers have the same sequence,
TA, and no scrambled genes have been found. In other spirotrichs in general,
including another member of the Euplotes genus, E. octocarinatus, pointer
lengths are extremely varied, from a size of 2 (usually the repeat TA, present
in many scrambled and non-scrambled genes, albeit usually between non-
scrambled MDSs), to a size of 19 in one case, the alpha-telomere-binding
protein gene of Stylonychia mytilus and Sterkiella nova (MDS/IES Db); [2].
Usually, pointers between scrambled MDSs tend to be larger than pointers
between nonscrambled MDSs, with average sizes of 9 and 5, respectively [23].
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Table 1. Multiplicity of pointers in the scrambled alpha-telomere-binding protein
gene of Sterkiella histriomuscorum (see also Fig. 1, second panel). Note that in some
cases the pointers have been extended according to the rules stated in the text. When
this is the case, the mismatch is indicated by bold lower case. # indicates the number
of occurrences of the pointer in the MIC gene.

3′ pointer in MDS n n 5′ pointer in MDS n + 1 Scrambled? #

TGCAaCAAAGAAA 1 TGCAcCAAAGAAA Yes 2
TTGTCTTG 2 TTGTCTTG Yes 3

CATTCACAGACTTGGAG 3 CATTCACAGACTTGGAG Yes 2
AGAATcCACA 4 AGAATtCACA Yes 2

ACTCAG 5 ACTCAG Yes 3
AGAAaAATGA 6 AGAAgAATGA Yes 2

TTGTTCAAAAC 7 TTGTTCAAAAC Yes 2
AAT 8 AAT No 191

AGCTTAAG 9 AGCTTAAG Yes 3
TCAAGTTTTCT 10 TCAAGTTTTCT Yes 2

AGGTTGT 11 AGGTTGT Yes 3
TCAGCTACTTA 12 TCAGCTACTTA Yes 2

AAAAGAA 13 AAAAGAA No 4
ACAAGAA 14 ACAAGAA No 5
TCGTTA 15 TCGTTA No 2

CAGAATT 16 CAGAATT No 2

If pointers were sufficient to guide unscrambling, we would expect them
to occur uniquely at two positions in the micronuclear version of the genes,
the end of MDS n and the beginning of MDS n + 1. However, for most point-
ers this is not the case: Table 1 shows the number of times each pointer
sequence appears in the micronuclear version of the alpha-telomere-binding
protein of Sterkiella histriomuscorum. This table shows that the multiplicity
of scrambled pointers tends to be smaller than that of nonscrambled pointers
— consistent with the larger sizes of scrambled pointers — but they are often
not unique.

Because pointers do not contain all the information necessary to precisely
excise IESs and reorder MDSs, other models have to be considered. One model
is a structural one, in which the gene assumes a three-dimensional structure
such that the correct pointers are brought together to guide excision. This
model is supported by some patterns observed in scrambled genes; for ex-
ample, all the sequenced DNA polymerase alpha genes possess an inverted
odd/even architecture that could assume a hairpin conformation to roughly
align cognate pointers (Fig. 2a; [11, 14]). More generally, genes in which the
scrambling pattern obeys an inverted odd/even architecture could generate
such a structure. Another such structure, a concentric spiral, has been pro-
posed to explain the unscrambling of genes scrambled in an odd/even architec-
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ture, such as the alpha-telomere-binding protein of Sterkiella histriomuscorum
(Fig. 2b; for a review of these structural models, see [22]).

Another way to align cognate pointers would be to align intermolecular
copies of the scrambled DNA versions. Unscrambling occurs during a polytene
stage when there are multiple copies of each chromosome that could poten-
tially align at pointers. This could position the MDSs from different copies of
the scrambled gene in a way such that they could weave together an unscram-
bled copy derived from more than one precursor molecule (Fig. 2).

So far, there is no experimental evidence for these structural models nor
data that can distinguish between intramolecular and intermolecular unscram-
bling. Another type of model proposes that epigenetic effects could guide the
excision of IESs and the ordering of MDSs, using templates from the old
macronucleus. The advantage of this model is that the templates are readily
available and experimental evidence is accumulating that epigenetic effects
guide the excision of IESs in Tetrahymena and Paramecium. In the next sec-
tions we discuss these experiments and try to extend their conclusions to
spirotrich IES excision in general, and gene unscrambling in particular.
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found in the scrambled DNA polymerase alpha genes; (b) odd/even organization,
found in the scrambled alpha-telomere-binding protein genes.
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3 IES Excision in Oligohymenophorans

3.1 Tetrahymena thermophila

The T. thermophila micronucleus contains two types of eliminated sequence:
breakage-eliminated sequences (BESs), which are associated with chromosome
breakage and telomere addition events that form MAC chromosomes and IESs.
The BESs are relatively short (< 50 bp) and flank a conserved, 15 bp chromo-
some breakage sequence (Cbs) [18]. The second type of eliminated sequence,
internal eliminated sequences, has so far been found only in noncoding regions.
The genome contains approximately 6000 IESs, ranging in size from ∼ 0.5 to
> 20 kb. The removal of IESs is coupled to the ligation of the flanking MDSs.
The excision of IESs occurs at determinate sites, within a few nucleotides.
Some IESs have a specific site of excision, while others can have a few alter-
native sites. All IESs in Tetrahymena are flanked by short repeats (< 10 bp)
[20], similar to spirotrich pointer sequences.

It is thought that IES excision in Tetrahymena is epigenetically regulated,
with a comparison of the newly formed MIC with the old MAC. The sequences
present in the old MAC are retained in the new MAC, while sequences absent
from the old MAC are eliminated. The first indication that the IES excision
mechanism relies on such a comparison was the observation that providing the
parent MAC with sequences homologous to a given IES leads to the retention
of this IES in the daughter MAC [5].

Mochizuki et al. have proposed that IES excision relies on small RNAs
that resemble the genome defense systems of other organisms [17, 26]. This
led to the proposal that epigenetic IES excision serves as a system to protect
the genome against foreign DNA invasion [26]. In [26] it was shown that a
foreign gene that had been integrated into a micronuclear chromosome could
be recognized and deleted from the macronucleus of daughter cells. Further-
more, injection of double-stranded RNA (dsRNA) at specific developmental
time points led to efficient deletion of homologous regions from the daugh-
ter MAC. These deleted regions often extended beyond the boundaries of the
injected sequences and were often, but not always, flanked by direct repeats
[26].

According to the scan RNA model ([17]; Fig. 3) the entire parental mi-
cronucleus is transcribed on both strands, generating a full genome comple-
ment of dsRNA. These dsRNA molecules are processed further by an RNAi-
like mechanism to produce small dsRNAs of ∼ 28 bp [19, 18]. Recently, the
enzyme DCL1, a homologue to the Dicer enzymes involved in RNAi mecha-
nisms in other organisms, was implicated in the processing of these dsRNAs
[20].

It has been suggested that these small dsRNAs, called scan RNAs (scn-
RNAs), hybridize with the chromosomes of the old MAC. All the scnRNAs
homologous to sequences in the old MAC are destroyed. The remaining sc-
nRNAs, which contain only MIC-limited sequences, would then move to the
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developing new MAC and tag MIC-limited sequences for excision, by a process
similar to heterochromatin formation in other organisms ([17]; Fig. 3).

Experimental evidence supports this model: the MIC, transcriptionally
silent during vegetative growth, is transcriptionally active early during conju-
gation, and bidirectional transcripts containing MIC-limited sequences can be
detected [6]. The scnRNAs colocalize with the Twi1p enzyme (a homologue
of piwi) in the old MAC, and later in the developing macronucleus, and the
proportion of scnRNAs that hybridize to micronuclear versus macronuclear
DNA increases as conjugation progresses [18].

In [5], Chalker and Yao showed that the old MAC can influence the genetic
complement of the new MAC even in crosses between different cells. If a wild-
type cell is crossed with a mutant containing the normally excised M locus, this
locus is not excised in the daughter cells of either parent. Recently, [4] showed
bidirectional transcription of the M locus in the parental macronucleus, and
proposed that these transcripts are the factors that act to winnow out MAC-
homologous scnRNAs. These transcripts might never leave the macronucleus
and absorb the scnRNAs there, or they might be transported to the cytoplasm
where they could play the same role.

3.2 Paramecium tetraurelia

Paramecium tetraurelia also has two different kinds of eliminated sequence.
Long sequences containing repeated sequences, such as minisatellites or trans-
posons, are imprecisely removed. This imprecise removal can lead to rejoining
of the flanking sequences or to the generation of chromosome breaks followed
by telomere addition, and it is responsible for the heterogeneity observed
among macronuclear chromosomes: telomere positions on macronuclear chro-
mosomes are distributed typically over 0.2 to 2 kb telomere addition regions
(TARs). Some MAC chromosomes show alternative TARs, separated by 2 to
10 kb [15]. In addition to these sequences, approximately 60,000 short, non-
repetitive IESs, all flanked by TA pointers, are precisely removed from both
coding and noncoding regions [10].

Two different epigenetic effects controlling the excision of micronuclear
sequences have been described. The first, similar to the one described for
Tetrahymena, occurs when a sequence that is normally excised from the MAC
is inserted into the old MAC of the maternal cell; the new MAC in the daugh-
ter cell does not excise this sequence, and it is incorporated into the new
MAC [8]. The second effect is the opposite: overloading the macronucleus
of the mother cell with a cloned sequence (transgene) in high copy number
induces imprecise elimination of this sequence in the daughter cell MAC.

Recently, [9] showed that the second effect is controlled by the expression
of the transgene; if the gene is expressed it is not eliminated, whereas if the
transgene is not expressed, homologous sequences in the MIC are eliminated.
These authors also detected small RNAs of ∼ 22 to 23 bp, a slightly smaller
size range than that observed for Tetrahymena scnRNAs (∼ 28 bp). In the
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Fig. 3. In [17] a model for IES excision in T. thermophila is presented. (a) The
DNA in the MIC (green circle) is transcribed in both directions. (b) Long segments
of double-stranded RNA are processed by an RNAi-like mechanism, to form small
double-stranded RNAs 28bp long, the scnRNAs (it is not known where this step
takes place). (c) The scnRNAs are transported to the MAC (yellow circle), where
they hybridize to homologous regions in the MAC chromosomes. Following conju-
gation, the zygotic MIC divides, and one of the copies will become the new MAC.
While it is undergoing this transformation, it is called the anlagen (light green cir-
cle). (d) The scnRNAs that do not find a homologous region in an MAC chromosome
are transported back to the developing MAC. (e) These sequences now guide the
excision of homologous sequences in the anlagen. The old MAC is destroyed apop-
totically (light yellow circle). (f) The anlagen becomes the new MAC (light green
circle).

same paper, they showed that feeding Paramecium cells with bacteria pro-
ducing dsRNA for a fragment of the ND7 gene leads to the elimination of the
homologous region from the macronucleus of the daughter cell. This elimina-
tion is not precise, but always occurs between two short (2 to 6 bp) direct
repeats, further indicating the importance of pointers in the elimination of
MIC-limited sequences.

To explain their findings, [9] have proposed a modified version of the scan
RNA model described for Tetrahymena. They suggest that the small RNAs
that they describe have a different origin and function from the scnRNAs:
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these small RNAs are produced in the macronucleus and their function is to
direct degradation of homologous mRNAs before conjugation. Another class
of small RNAs, similar to the scnRNAs in Tetrahymena, could be produced by
transcription of the micronucleus and might not scan the macronuclear chro-
mosomes, but rather the macronuclear transcripts. This model can explain
the seemingly opposite mechanisms of excision: overloading the macronucleus
with an excess of a gene would lead to higher production of the ∼ 22 to 23 bp
RNAs, which would in turn destroy the mRNAs of the gene. This would have
the same effect as if the gene were absent from the mother macronucleus, and
therefore providing no mRNA transcripts [9].

4 Gene Unscrambling in Spirotrichs

Much less is known about the number, types and distribution of MIC-limited
sequences in spirotrichs. The level of fragmentation of the macronucleus
in spirotrichs is much higher than in oligohymenophorans. Oxytricha has
∼ 24,000 to 26,000 different chromosomes in its MAC. Thus the number of
eliminated sequences involved in chromosome breakage must be very high.
The mean number of IESs in the Oxytricha genes sequenced thus far is 14,
and an estimate of 26,000 genes would put the number of intragenic IESs at
approximately 350,000. The IESs in spirotrichs are also much smaller than
those in oligohymenophorans. IESs of size 0 excluding the pointers occur in
some scrambled genes, and more than half of all known IESs have sizes < 30
bp. Because most of these IESs occur in coding regions, they must be excised
precisely, or else the gene product might contain deleterious deletions and/or
frameshifts. In addition, approximately 5% of the micronucleus is composed
of ∼ 4 kbp transposable elements of the TBE family (T. Doak, personal com-
munication), which are also eliminated as IESs [25].

One should be careful in extrapolating findings in oligohymenophorans
to spirotrichs, as their evolutionary distance is very large, as much as 1 Byr.
However, the IESs of Euplotes, a spirotrich, and Paramecium are very similar,
suggesting that oligohymenophorans and spirotrichs share an ancestral IES
elimination system. Moreover, small RNAs with much the same size and time
profile as the Tetrahymena scnRNAs were described for Stylonychia lemnae
[12] and S. histriomuscorum (Wong and Landweber, unpublished).

These scnRNAs could be used to eliminate large intergenic DNA by a
mechanism similar to that in oligohymenophorans. On the other hand, it is
difficult to see how such molecules could drive the elimination of intergenic
IESs. First, the size of the IESs in spirotrichs is of the same order as that of the
scnRNAs, and many IESs are smaller; if the scnRNAs targeted these regions
we would expect the excision to be highly inaccurate. However, recently many
cases of imprecise IES excision in developing macronuclei have been observed
(Mollenbeck et al. unpublished). This has led [12] to propose a model in which
scnRNAs specify sequences to be eliminated by DNA modification, followed
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by a correction step which could depend on large templates from the old
macronucleus.

In particular, the information in scnRNAs seems to be insufficient to guide
the excision and reordering needed to detangle scrambled genes. Recently, [24]
proposed a model that uses DNA or RNA templates from macronuclear chro-
mosomes to guide the excision of IESs. This model has many advantages
over models based exclusively on small RNA, as it provides a precise tem-
plate for excision; mRNAs could not serve this role, otherwise introns would
also be excised from the daughter macronuclei (unless the absence of pointer
sequences could block their excision). Full RNA transcripts from the macronu-
clear chromosome could also serve in such a model. However, no evidence of
such templates has been observed in spirotrichs.
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1 Introduction

The Stichotrichous ciliates have a very unusual way of organizing their ge-
nomic sequences. In the macronucleus, the somatic nucleus of the cell, each
gene is a contiguous DNA sequence. Genes are generally placed on their own
very short DNA molecules. In the micronucleus, the germline nucleus of the
cell, the genes are placed on long chromosomes separated by noncoding ma-
terial. However, the genes in the micronucleus are organized completely dif-
ferently than in the macronucleus: a micronuclear gene is broken into pieces
called MDSs (macronuclear destined sequences) that are separated by non-
coding blocks called IESs (internally eliminated sequences). Moreover, the
order of MDSs (compared to their order in the macronuclear version of a
given gene) may be shuffled and some MDSs may be inverted. The ciliates
may have several copies of the macronucleus (all identical to each other) and
several micronuclei (all identical to each other) – the exact number of copies
depends on the species. During sexual reproduction, ciliates destroy the old
macronuclei and transform a micronucleus into a new macronucleus. In this
process, ciliates must assemble all micronuclear genes by placing in the proper
(orthodox) order all MDSs to yield a functional macronuclear gene. Pointers,
short nucleotide sequences that identify each MDS, play an important role in
the process. Each MDS M begins with a pointer that is exactly repeated in
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the end of the MDS preceding M in the orthodox order. The ciliates use the
pointers to splice together all MDSs in the correct order.

The intramolecular model for gene assembly, introduced in [10, 28] consists
of three operations: ld, hi, and dlad. In each of these operations, the micronu-
clear chromosome folds on itself so that two or more pointers get aligned and
through recombination, two or more MDSs get combined into a bigger com-
posite MDS. The process continues until all MDSs have been assembled. For
details related to ciliates and gene assembly we refer to [16, 21, 22, 23, 24, 25,
26, 27]. For details related to the intramolecular model and its mathematical
formalizations we refer to [4, 5, 8, 9, 13, 14, 15, 29, 30], as well as to the recent
monograph [6]. For a different intermolecular model we refer to [18, 19, 20].

There are no restrictions in general on the number of nucleotides between
the two pointers that should be aligned in a certain fold. However, all available
experimental data are consistent with restricted versions of our operations, in
which between two aligned pointers there is at most one MDS, see [6], [7],
and [12]. In this paper we propose a mathematical model that takes this
restriction into account by considering “simple” variants of ld, hi, and dlad.
The model is formulated in terms of MDS descriptors, signed permutations,
and signed double occurrence strings.

2 Mathematical Preliminaries

For an alphabet Σ we denote by Σ∗ the set of all finite strings over Σ. For a
string u we denote by dom(u) the set of letters occurring in u. We denote by
λ the empty string. For strings u, v over Σ, we say that u is a substring of v,
denoted u ≤ v, if v = xuy, for some strings x, y (which can be empty).

Let Σn = {1, 2, . . . , n} and let Σn = {1, 2, . . . , n} be a signed copy of
Σn. For any i ∈ Σn, we say that i is an unsigned letter, while i is a signed
letter. For a string u = a1a2 . . . am over Σn ∪Σn, its inversion u is defined by
u = am . . . a2a1, where a = a, for all a ∈ Σn.

An (unsigned) permutation π over an interval Δ = {i, i + 1, . . . , i + l} is a
bijective mapping π : Δ → Δ. We often identify π with the string π(i)π(i +
1) . . . π(i+ l). We say that π is (cyclically) sorted if π = k (k +1) . . . i+ l i (i+
1) . . . (k−1), for some i ≤ k ≤ i+ l. A signed permutation over Δ is a string ψ
over Δ∪Δ such that ‖ψ‖ is a permutation over Δ, where ‖ · ‖ is the mapping
defined by ‖k‖ = ‖k‖ = k, for all i ≤ k ≤ i + l. We say that ψ is (cyclically)
sorted if either ψ, or ψ is a sorted unsigned permutation. In the former case
we say that ψ is sorted in the orthodox order, while in the latter case we say
that ψ is sorted in the inverted order.

There is a rich literature on sorting (signed and unsigned) permutations,
both in connection to their applications to computational biology in topics
such as genomic rearrangements or evolutionary distances, and also as a clas-
sical topic in discrete mathematics, see, e.g., [1, 2, 11, 17].
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3 The Intramolecular Model

We present in this section the intramolecular model: the folds and the recom-
binations for each of the operations ld, hi, and dlad, as well as their simple
variants.

3.1 The Structure of Micronuclear Genes

A micronuclear gene is broken into coding blocks called MDSs (macronuclear
destined sequences), separated by non-coding blocks called IESs (internally
eliminated sequences). In the macronucleus, however, all MDSs are spliced
together into contiguous coding sequences, with no IESs present anymore. It
is during gene assembly that ciliates eliminate IES and splice MDSs together.
A central role in this process is played by pointers, short nucleotide sequences
at both ends of each MDS. As it turns out, the pointer at the end of the
(i − 1)st MDS (in the order given by the macronuclear gene sequence), say
Mi−1, coincides as a nucleotide sequence with the pointer at the beginning of
the ith MDS, say Mi, for all i.

Based on these observations, we can represent the micronuclear genes by
their sequences of MDSs only. For example, we represent the structure of the
micronuclear gene encoding the actin protein in Sterkiella nova by the se-
quence of MDSs M3 M4 M6 M5 M7 M9 M2 M1 M8, where we indicate that the
second MDS, M2, is inverted in the micronucleus. Moreover, in some cases,
we represent each MDS by its pair of pointers: we denote by i the pointer
at the beginning of the ith MDS Mi. Thus, MDS Mi can be represented
by its pair of pointers as (i, i + 1). The first and the last MDSs are special,
and so M1 is represented by (b, 2) and Mk by (k, e), where b and e are spe-
cial beginning/ending markers. In this case, the gene in Fig. 1 is represented
as (3, 4)(4, 5)(6, 7)(5, 6)(7, 8)(9, e)(3, 2)(b, 2)(8, 9). One more simplification can
also be made. The gene may be represented by the sequence of its pointers
only, thus ignoring the markers and the parenthesis above – this representa-
tion still gives enough information to trace the gene assembly process. Details
on model forming can be found in [6].

8127 93 4 6 5

Fig. 1. Structure of the micronuclear gene encoding actin protein in Sterkiella nova.

3.2 Three Molecular Operations

Three molecular operations, ld, hi, dlad, were conjectured in [10] and [28] for
gene assembly. In each of them, the micronuclear genome folds on itself in



364 T. Harju, I. Petre, G. Rozenberg

such a way that certain types of folds may be formed and recombination may
take place, see Fig. 2. It is important to note that all foldings are aligned by
pointers. We refer for more details to [6].

ld(i) ld(ii) ld(iii) hi(i) hi(ii) hi(iii)

dlad(i) dlad(ii) dlad(iii)

Fig. 2. Illustration of the ld, hi, dlad molecular operation showing in each case: (i)
the folding, (ii) the recombination, and (iii) the result.

It is known that ld, hi, and dlad can assemble any gene pattern or, in other
words, any sequence of MDSs can be transformed into an assembled MDS
(b, e) (in which case we say that it has been assembled in the orthodox order)
or (e, b) (we say it has been assembled in the inverted order), see [6] and [7]
for formal proofs.

3.3 Simple Operations for Gene Assembly

Note that all three operations ld, hi, dlad are intramolecular, that is, a molecule
folds on itself to rearrange its coding blocks. For a different, intermolecular
model for gene assembly, see, [18], [19], and [20].

Since ld excises one circular molecule, that molecule can only contain non-
coding blocks (or, in a special case, contain the entire gene, see [6] for details
on the boundary ld): we say that ld must always be simple in a successful as-
sembly. As such, the effect of ld is that it will combine two consecutive MDSs
into a bigger composite MDS. For example, consider that MiMi+1 is a part
of the molecule, i.e., MDS Mi+1 succeeds Mi being separated by one IES I.
Thus, the pointer i + 1 has two occurrences that flank I: one at the end of
MDS Mi and the other one at the beginning of MDS Mi+1. Then ld makes a
fold as in Fig. 2:ld(i) aligned by the pointer i + 1, excises IES I as a circular
molecule and combines Mi and Mi+1 into a longer coding block as shown in
Fig. 2:ld(ii)–ld(iii).

In the case of hi and dlad, the rearranged sequences may be arbitrarily
large. For example, in the actin I gene in S. nova, see Fig. 1, pointer 3 has two
occurrences: one at the beginning of M3 and one, inverted, at the end of M2.
Thus, hi is applicable to this sequence with the hairpin aligned on pointer 3,
even though five MDSs separate the two occurrences of pointer 3. Similarly,
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dlad is applicable to the MDS sequence M2M8M6M5M1M7M3M10M9M4,
with the double loops aligned on pointers 3 and 5. Here the first two oc-
currences of pointers 3, 5 are separated by two MDSs (M8 and M6) and their
second occurrences are separated by four MDSs (M3, M10, M9, M4).

It turns out, however, that all available experimental data, see [3], are
consistent with applications of the so-called “simple” hi and dlad: particular
instances of hi and dlad where the folds, and thus the rearranged sequences
contain only one MDS. We define the simple operations in the following.

p q p r
δ1 δ2

q p r p
δ1 δ2

Fig. 3. The MDS/IES structures where the simple hi-rule is applicable. Between
the two MDSs there is only one IES.

p q r1 p q r2

δ1 δ2 δ3

r1 p q r2 p q
δ1 δ2 δ3

Fig. 4. The MDS/IES structures where simple dlad-rules are applicable. The
straight line denotes one IES.

An application of the hi-operation on pointer p is simple if the part of the
molecule that separates the two copies of p in an inverted repeat contains
only one MDS and one IES. We have here two cases, depending on whether
the first occurrence of p is incoming or outgoing. The two possibilities are
illustrated in Fig. 3, where the MDSs are indicated by rectangles and their
flanking pointers are shown.

An application of dlad on pointers p, q is simple if the sequence between the
first occurrences of p, q and the sequence between the second occurrences of p, q
consist of either one MDS or one IES. We have again two cases, depending on
whether the first occurrence of p is incoming or outgoing. The two possibilities
are illustrated in Fig. 4.

Recall that an operation ld is always simple (by definition) in the in-
tramolecular model so that no coding sequence is lost.

One immediate property of simple operations is that they are not univer-
sal, i.e., there are sequences of MDSs that cannot be assembled by simple
operations. One such example is the sequence M1 M4 M3 M2. Indeed, neither
ld, nor simple hi, nor simple dlad is applicable to this sequence.



366 T. Harju, I. Petre, G. Rozenberg

4 Formal Models for Simple Operations

We introduce in this section a formal model for simple operations. The model
is formulated on three levels of abstraction: MDS descriptors, signed permu-
tations, and signed double occurrence strings.

4.1 Modelling by MDS Descriptors

As noted above, micronuclear gene patterns may be represented by the se-
quence of their MDSs, while MDSs may be represented only by the pair of
their flanking pointers, ignoring the rest of the sequences altogether. Indeed,
since all the folds required by gene assembly are aligned on pointers, and the
splicing of MDSs takes place through pointers, the whole process can be traced
even with this (remarkable) simplification. Thus, an MDS Mi is represented
as (i, i+1), while its inversion is denoted as (i + 1, i). A sequence of such pairs
will be called an MDS descriptor and will be used to represent the structure
of micronuclear genes. We define the notion formally in the following.

Let M = {b, e, b, e} be the set of markers and their inversions, and Πκ =
{2, 3, . . . , κ}∪ {2, 3, . . . , κ} the set of pointers and their inversions, where κ is
the number of MDS in the gene of interest. In the following, κ is an arbitrary
but fixed nonnegative integer.

Let then

Γκ ={ (b, e), (e, b), (b, i), (i, b), (i, e), (e, i) | 2 ≤ i ≤ κ }
∪ { (i, j) | 2 ≤ i < j ≤ κ }.

For each x ∈ Πκ ∪ M, let

x̂ =

⎧⎪⎨
⎪⎩

1, if x ∈ {b, b},
κ + 1, if x ∈ {e, e},
‖x‖, if x ∈ Πκ.

For each δ = (x, y) ∈ Γκ, let δ̂ = [min{x̂, ŷ}, max{x̂, ŷ} − 1].

Example 1. Let δ = (4, 5)(8, 6)(b, 4)(8, e)(5, 6). Then the pairs occurring in

δ have the following values: (̂4, 5) = [4, 4], (̂8, 6) = [6, 7], (̂b, 4) = [1, 3],

(̂8, e) = [8, 8] and (̂5, 6) = [5, 5]. ��
Consider δ ∈ Γ ∗

κ , δ = δ1δ2 . . . δn, with δi ∈ Γκ for each i. We say that δ is

an MDS descriptor if the intervals δ̂i, for i = 1, 2, . . . , n, form a partition of
the interval [1, κ + 1].

For each micronuclear gene pattern, its associated MDS descriptor is ob-
tained by denoting each MDS by its pair of pointers or markers.

Example 2. The MDS descriptor associated to gene actin in S. nova, see Fig. 1,
is (3, 4) (4, 5) (6, 7) (5, 6) (7, 8) (9, e) (3, 2) (b, 2) (8, 9).
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We can now define the simple operations as rewriting rules on MDS de-
scriptors in accordance with the molecular model shown in Fig. 3 and 4.

(1) For each pointer p ∈ Πκ, the ld-rule for p is defined as follows:

ldp(δ1(q, p)(p, r)δ2) = δ1(q, r)δ2, (�1)

ldp((p, m1)(m2, p)) = (m2, m1), (�2)

where q, r ∈ Πκ ∪ M, m1, m2 ∈ M and δ1, δ2 ∈ Γ ∗
κ .

(2) For each pointer p ∈ Πκ, the sh-rule for p is defined as follows:

shp(δ1(p, q)(p, r)δ2) = δ1(q, r)δ2, (h1)

shp(δ1(q, p)(r, p)δ2) = δ1(q, r)δ2, (h2)

where q, r ∈ Πκ ∪ M, and δi ∈ Γ ∗
κ , for each i = 1, 2, 3.

(3) For each pointers p, q ∈ Πκ, the sd-rule for p, q is defined as follows:

sdp,q(δ1(p, q)δ2(r1, p)(q, r2)δ2) = δ1δ2(r1, r2)δ3, (d1)

sdp,q(δ1(r1, p)(q, r2)δ2(p, q)δ3) = δ1(r1, p)(q, r2)δ2(p, q)δ3, (d2)

where r1, r2 ∈ Πκ ∪ M, and δi ∈ Γ ∗
κ , for each i = 1, 2, 3.

For an MDS descriptor δ and operations ϕ1, . . . , ϕn, n ≥ 1, a composition
ϕ = ϕκ . . . ϕ1 is an assembly strategy for δ, if ϕ is applicable to δ. Also, ϕ is
successful for δ if either ϕ(δ) = (b, e) (in which case we say that δ has been
assembled in the orthodox order) or ϕ(δ) = (e, b) (and we say that δ has been
assembled in the inverted order).

Example 3. The actin gene in S. nova may be assembled by simple operations
as follows. If δ = (3, 4) (4, 5) (6, 7) (5, 6) (7, 8) (9, e) (3, 2) (b, 2) (8, 9), then

ld4(δ) = (3, 5) (6, 7) (5, 6) (7, 8) (9, e) (3, 2) (b, 2) (8, 9)

sd5,6(ld4(δ)) = (3, 7) (7, 8) (9, e) (3, 2) (b, 2) (8, 9)

ld7(sd5,6(ld4(δ))) = (3, 8) (9, e) (3, 2) (b, 2) (8, 9)

sd8,9(ld7(sd5,6(ld4(δ)))) = (3, e) (3, 2) (b, 2)

sh3(sd8,9(ld7(sd5,6(ld4(δ))))) = (e, 2) (b, 2)

sh2(sh3(sd8,9(ld7(sd5,6(ld4(δ)))))) = (e, b).

4.2 Modelling by Signed Permutations

The gene structure of a ciliate can also be represented as a signed permutation,
denoting the sequence and orientation of each MDS, while omitting all IESs.
For example, the signed permutation associated to gene actin I in S. nova is
3 4 6 5 7 9 21 8. The rearrangements made by ld, hi, dlad at the molecular level
leading to bigger composite MDSs correspond to permutations that combine
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two already sorted blocks into a longer sorted block. Thus, in the framework
of permutations, assembling a gene is equivalent to sorting the permutation
associated to the micronuclear gene as explained below. Indeed, the gene is
assembled once all MDSs are placed in the correct order.

When formalizing the gene assembly as a sorting of permutations we will
effectively ignore the operation ld observing that once such an operation be-
comes applicable to a gene pattern, it can be applied at any later step of the
assembly, see [4] and [8] for a formal proof. In particular, we can assume that
all ld operations are applied in the last stage of the assembly, once all MDSs
are sorted in the correct order. In this way, the process of gene assembly can
indeed be described as a process of sorting the associated signed permutation,
i.e., arranging the MDSs in the proper order, be that orthodox or inverted.

It is worth noting that the signed permutations are equivalent to the MDS
descriptors as far as their expressibility is concerned. Indeed, the mapping
ψ defined so that ψ(i) = (i, i + 1), for all 1 < i < κ, ψ(1) = (b, 2), and
ψ(κ) = (κ, e) is a bijective morphism between the set of signed permutations
and the set of MDS descriptors. Some differences do exist when modelling
gene assembly with descriptors or permutations. For example, modelling the
assembly with MDS descriptors is a rewriting process of eliminating pointers,
leading ultimately to assembled descriptors with no pointers. On this level, we
can keep track of every pointer in the gene assembly – this is often useful. The
downside is that the descriptors introduce a tedious mathematical notation
and reasoning about them is typically involved. The signed permutations on
the other hand represent an elegant, classical topic in mathematics and a
large literature about them exists. Gene assembly on permutations becomes
a process of sorting signed permutations, a topic that is well-studied in the
literature. An additional technical advantage here is that the base alphabet
of the permutation does not change through the process as is the case with
the descriptors. The downside of the signed permutations is that they do not
denote the pointers explicitly.

The molecular model of simple operations in Fig. 3 and 4 can be formalized
as a sorting of signed permutations as follows.

(2′) For each p ≥ 1, shp is defined as follows:

shp(x (p + 1) . . . (p + k + 1) p y) = x (p + k + 1) . . . (p + 1) p y,

shp(x p . . . (p − k)(p + 1) y) = x (p − k) . . . p (p + 1) y,

shp(x p (p + k + 1) . . . p + 1 y) = x p (p + 1) . . . (p + k + 1) y,

shp(x (p + 1)(p − k) . . . p y) = x (p + 1) p . . . (p − k) y,

where k ≥ 0 and x, y, z are signed strings over Σn. We denote Sh = {shi |
1 ≤ i ≤ n}.

(3′) For each p, 2 ≤ p ≤ n − 1, sdp is defined as follows:

sdp(x (p − i) . . . p y (p − i − 1) (p + 1) z) = x y (p − i − 1) (p − i) . . . p (p + 1) z,

sdp(x (p − i − 1) (p + 1) y (p − i) . . . p z) = x (p − i − 1) (p − i) . . . p (p + 1) y z,
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where i ≥ 0 and x, y, z are signed strings over Σn. We also define sdp as
follows:

sdp(x (p + 1)(p − i − 1) y p . . . (p − i) z) = x (p + 1) p . . . (p − i) (p − i − 1) y z,

sdp(x p . . . (p − i) y (p + 1) (p − i − 1) z) = x y (p + 1) p . . . (p − i) (p − i − 1) z,

where i ≥ 0 and x, y, z are signed strings over Σn. We denote Sd =
{sdi, sdi | 1 ≤ i ≤ n}.
We say that a signed permutation π over the set of integers {i, i+1, . . . , i+

l} is sortable if there are operations φ1, . . . , φk ∈ Sh∪Sd such that (φ1 ◦
. . . ◦ φk)(π) is a (cyclically) sorted permutation. We also say in this case
that φ1 ◦ . . . ◦ φk is a sorting strategy for π. We say that π is Sh-sortable
if φ1, . . . , φk ∈ Sh and we say that π is Sd-sortable if φ1, . . . , φk ∈ Sd. A
composition φ is called an unsuccessful strategy for π if φ(π) is an unsortable
permutation.

Example 4. (i) The permutation π1 = 3 4 5 6 1 2 is sortable and a sorting
strategy is sh1(sh4(sh3(π1))) = 3 4 5 6 1 2. The permutation π′

1 = 3 4 5 6 12
is unsortable. Indeed, no sh operations and no sd operation is applicable
to π′

1.
(ii) The permutation π2 = 1 3 4 2 5 is sortable and it has only one sorting

strategy: sh4(sd2(π2)) = 1 2 3 4 5.
(iii) There exist permutations with several successful strategies, even leading

to different sorted permutations. One such permutation is π3 = 3 5 1 2 4.
Indeed, sd3(π3) = 5 1 2 3 4, while sd4(π3) = 3 4 5 1 2.

(iv) The simple operations yield a nondeterministic process: there are per-
mutations having both successful and unsuccessful sorting strategies. One
such permutation is π4 = 1 3 5 7 9 2 4 6 8. Note that sd3(sd5(sd7(π4))) =
1 9 2 3 4 5 6 7 8 is an unsortable permutation. However, π4 can be sorted,
e.g., by the following strategy: sd2(sd4(sd6(sd8(π4)))) = 1 2 3 4 5 6 7 8 9.

(v) The permutation π5 = 1 3 5 2 4 has both successful and unsuccessful
sorting strategies. Indeed, sd3(π5) = 1 5 2 3 4, an unsortable permutation.
However, sd2(sd4(π5)) = 1 2 3 4 5 is sorted.

(vi) Applying a cyclic shift to a permutation may render it unsortable. Indeed,
permutation 2 1 4 3 5 is sortable, while 5 2 1 4 3 is not.

(vii) Consider the signed permutation π7 = 1 11 3 9 5 7 2 4 13 6 15 8 10 12 14 16.
Operation sd may be applied to π7 on integers 3, 6, 9, 11, 13, and 15.
Doing that, however, leads to an unsortable permutation:

sd3(sd6(sd9(sd11(sd13(sd15(π7)))))) = 1 5 6 7 2 3 4 8 9 10 11 12 13 14 15 16.

However, omitting sd3 from the above composition leads to a sorting strat-
egy for π7: let

π′
7 = sd6(sd9(sd11(sd13(sd15(π7))))) = 1 3 5 6 7 2 4 8 9 10 11 12 13 14 15 16.

Then sd2(sd4(π
′
7)) is a sorted permutation.
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(viii) Consider the signed permutation π8 associated to the actin gene in
S. nova, π8 = 3 4 6 5 7 9 21 8. A sorting strategy for π8 is shown below
(compare it with Example 3):

sd5(π8) = 3 4 5 6 7 9 21 8

sd8(sd5(π8)) = 3 4 5 6 7 8 9 21

sh2(sd8(sd5(π8))) = 9 8 7 6 5 4 3 2 1

sh1(sh2(sd8(sd5(π8)))) = 9 8 7 6 5 4 3 2 1.

4.3 Modelling by Signed Double Occurrence Strings

The structure of a gene may be simplified by representing only the sequence
of its pointers, see [4], [6], and [8]. Indeed, since the assembled gene has no
pointers anymore and all the operations are based on the sequence and orien-
tation of pointers, such a simplification is possible. The strings we obtain are
called signed double occurrence strings and are defined in the following.

Let Σ be an alphabet and Σ its signed copy. A string v ∈ (Σ ∪ Σ)∗ is a
signed double occurrence string if for every letter a ∈ dom(v), v has exactly
two occurrences from the set {a, a}. We also say then that v is a legal string.
If v contains both substrings a and a, then a is positive in u; otherwise, a is
negative in u.

Example 5. Consider the signed string u = 2 4 3 25 3 4 5 over Δ5. Clearly, u is
legal. Pointers 2 and 5 are positive in u, while 3 and 4 are negative in u. On
the other hand, the string w = 2 4 3 25 3 5 is not legal, since 4 has only one
occurrence in w.

We can associate a unique legal string to any gene pattern by writing
its sequence of pointers only. Formally, we can define the following mapping:
μ((i, j)) = i j, for all 2 ≤ i < j ≤ κ, μ((b, i)) = i, μ((i, e)) = i, for all
2 ≤ k ≤ κ, and μ((b, e)) = λ. Then μ defines a morphism from the set of MDS
descriptors to the set of legal strings. We say that μ(δ) is the legal string
associated to δ.

Example 6. The MDS descriptor associated to the actin gene in S. nova is
δ = (3, 4) (4, 5) (6, 7) (5, 6) (7, 8) (9, e) (3, 2) (b, 2) (8, 9). Its legal string, ob-
tained from δ by writing only the sequence of pointers and their orientations
is 3 4 4 5 6 7 5 6 7 8 9 32 2 8 9.

We refer to [6] for the formalization of the intramolecular model on the level
of general legal strings. We only define in the following the simple operations
as rewriting rules on legal strings. Without risk of confusion, we will use the
notation ld, sh and sd also for legal strings.

The simple operations can be defined as rewriting rules on legal strings as
follows.



Modelling Simple Operations for Gene Assembly 371

(1′′) For each pointer p ∈ Πκ, the ld-rule for p is defined by

ldp(u1 p p u2) = u1 u2.

where u1, u2 ∈ (Σ ∪ Σ)∗. Let Ld = {ldp | p ∈ Πκ, κ ≥ 2}.
(2′′) For each pointer p ∈ Πκ, the sh-rule for p is defined by

shp(u1 p u2 p u3) = u1 u2 u3,

where u1, u2, u3 ∈ (Σ ∪Σ)∗ and |u2| ≤ 1. Let Sh = {shp | p ∈ Πκ, κ ≥ 2}.
(3′′) For each pointers p, q ∈ Πκ, the sd-rule for p, q is defined by

sdp,q(u1 p q u2 p qu3) = u1 u2 u3,

where u1, u2, u3 ∈ (Σ ∪ Σ)∗. Let Sd = {sdp,q | p, q ∈ Πκ, κ ≥ 2}.
A composition ϕ = ϕn . . . ϕ1 of operations from Ld∪Sh∪Sd is a string

reduction of u, if ϕ is applicable to u. Also, ϕ is successful for u if ϕ(u) = λ,
the empty string.

Example 7. The signed double occurrence string associated to the actin gene
in S. nova is u = 3 4 4 5 6 7 5 6 7 8 9 32 2 8 9. Here is a successful reduction of u
using only simple operations (compare it with Examples 3 and 4(viii)):

ld4(u) = 3 5 6 7 5 6 7 8 9 32 2 8 9

sd5,6(ld4(u)) = 3 7 7 8 9 32 2 8 9

ld7(sd5,6(ld4(u))) = 3 8 9 32 2 8 9

sd8,9(ld7(sd5,6(ld4(u)))) = 3 3 2 2

sh3(sd8,9(ld7(sd5,6(ld4(u))))) = 2 2

sh2(sh3(sd8,9(ld7(sd5,6(ld4(u)))))) = λ.

5 Discussion

In this paper we introduced a molecular model of the so-called simple op-
erations, a restricted variant of the intramolecular model for gene assembly.
In simple operations the type of fold that a micronuclear chromosome has to
make during an assembly is very restricted: only one MDS is relocated during
the subsequent recombination. While this variant is not universal anymore,
it is still powerful enough to assemble all known micronuclear gene patterns.
A number of questions (research topics) considering simple operations are
natural and worth investigating. One of the most important ones is: what
are the gene patterns that can be assembled using the simple operations?
Also, we noticed that, while the simple model is not universal, it remains
non-deterministic: there are gene patterns that have both successful and un-
successful assembly strategies. Deciding if a given pattern may be assembled
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by simple operations and finding/characterizing its successful strategies is an-
other important problem. From a computational point of view, a study of the
complexity of the simple assemblies seems very interesting. A detailed study
of simple operations was already initiated in [12].
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Words, Semigroups, and Transductions, World Scientific, Singapore (2001) 81–
97.

10. A. Ehrenfeucht, D.M. Prescott, G. Rozenberg, Computational aspects of gene
(un)scrambling in ciliates. In: L. F. Landweber, E. Winfree (eds.) Evolution as
Computation, Springer, Berlin, Heidelberg, New York (2001) pp. 216–256.

11. S. Hannenhalli, P.A. Pevzner, Transforming cabbage into turnip (Polynomial
algorithm for sorting signed permutations by reversals). In: Proceedings of the
27th Annual ACM Symposium on Theory of Computing (1995) 178–189.

12. T. Harju, I. Petre, V. Rogojin G. Rozenberg, Simple operations for gene as-
sembly. In: Preproceedings of the 11th International Meeting on DNA-Based
Computers, 2005, to appear.



Modelling Simple Operations for Gene Assembly 373

13. T. Harju, I. Petre, C. Li G. Rozenberg, Parallelism in gene assembly. In: Pro-
ceedings of DNA-Based Computers 10, LNCS 3384 Springer, Berlin, Heidelberg
(2005) 138-147.

14. T. Harju, I. Petre, G. Rozenberg, Gene assembly in ciliates: molecular operations
I. In: Gh. Paun, G. Rozenberg, A. Salomaa (Eds.) Current Trends in Theoretical
Computer Science World Scientific Pub. Co. Inc. (2004).

15. T. Harju, I. Petre, G. Rozenberg, Gene assembly in ciliates: formal frameworks
II. In: Gh. Paun, G. Rozenberg, A. Salomaa (Eds.) Current Trends in Theoretical
Computer Science World Scientific Pub. Co. Inc. (2004).

16. C.L. Jahn, L.A. Klobutcher, Genome remodeling in ciliated protozoa. Ann. Rev.
Microbiol. 56 (2000) 489–520.

17. H. Kaplan, R. Shamir, R.E. Tarjan, A faster and simpler algorithm for sorting
signed permutations by reversals. SIAM J. Comput. 29 (1999) 880–892.

18. L. Kari, L.F. Landweber, Computational power of gene rearrangement. In:
E. Winfree and D. K. Gifford (eds.) Proceedings of DNA Based Computers V,
American Mathematical Society (1999) 207–216.

19. L.F. Landweber, L. Kari, The evolution of cellular computing: Nature’s solution
to a computational problem. In: Proceedings of the 4th DIMACS Meeting on
DNA-Based Computers, Philadelphia, PA (1998) 3–15.

20. L.F. Landweber, L. Kari, Universal molecular computation in ciliates. In:
L. F. Landweber and E. Winfree (eds.) Evolution as Computation, Springer,
Berlin Heidelberg New York (2002).

21. D.M. Prescott, Cells: Principles of Molecular Structure and Function, Jones and
Barlett, Boston (1988).

22. D.M. Prescott, Cutting, splicing, reordering, and elimination of DNA sequences
in hypotrichous ciliates. BioEssays 14 (1992) 317–324.

23. D.M. Prescott, The unusual organization and processing of genomic DNA in
hypotrichous ciliates. Trends in Genet. 8 (1992) 439–445.

24. D.M. Prescott, The DNA of ciliated protozoa. Microbiol. Rev. 58(2) (1994)
233–267.

25. D.M. Prescott, The evolutionary scrambling and developmental unscrambling
of germlike genes in hypotrichous ciliates. Nucl. Acids Res. 27 (1999)1243–1250.

26. D.M. Prescott, Genome gymnastics: unique modes of DNA evolution and pro-
cessing in ciliates. Nat. Rev. Genet. 1(3) (2000) 191–198.

27. D.M. Prescott, M. DuBois, Internal eliminated segments (IESs) of Oxytrichidae.
J. Eukariot. Microbiol. 43 (1996) 432–441.

28. D.M. Prescott, A. Ehrenfeucht, G. Rozenberg, Molecular operations for DNA
processing in hypotrichous ciliates. Europ. J. Protistology 37 (2001) 241–260.

29. D.M. Prescott, G. Rozenberg, How ciliates manipulate their own DNA – A
splendid example of natural computing. Natural Computing 1 (2002) 165–183.

30. D.M. Prescott, G. Rozenberg, Encrypted genes and their reassembly in ciliates.
In: M. Amos (ed.) Cellular Computing, Oxford University Press, Oxford (2003).



Part VIII

Appendix



Publications by Nadrian C. Seeman

1. N.C. Seeman, MIND3: A FORTRAN Patterson Superposition Program
for the IBM 1130. In: Crystallographic Computing, F.R. Ahmed, ed.,
Munksgaard, Copenhagen 87–89 (1970).

2. B. Berking and N.C. Seeman, The Crystal and Molecular Structure of
1,6;2,3-Dianhydro-?-D-gulopyranose. Acta Crystallographica B27 1752–
1760 (1971).

3. N.C. Seeman, J.L. Sussman, H.M. Berman and S.-H. Kim, Nucleic Acid
Conformation: The Crystal Structure of a Naturally Occurring Dinucleo-
side Phosphate (UpA). Nature New Biology 233 90–92 (1971).

4. N.C. Seeman, E.L. McGandy and R.D. Rosenstein, The Crystal and
Molecular Structure of Pyrazole-3-L-Alanine. Journal of the American
Chemical Society 94 1717–1720 (1972).

5. J.J. Madden, E.L. McGandy and N.C. Seeman, The Crystal Structure of
the Orthorhombic Form of L-(+)-Histidine. Acta Crystallographica B28
2377–2382 (1972).

6. J.J. Madden, E.L. McGandy, N.C. Seeman, M.M. Harding and A. Hoy,
The Crystal Structure of the Monoclinic Form of L-(+)-Histidine. Acta
Crystallographica B28 2382–2389 (1972).

7. J.L. Sussman, N.C. Seeman, S.-H. Kim and H.M. Berman, The Crystal
Structure of a Naturally Occurring Dinucleoside Phosphate: Uridylyl-3’,5’-
adenosine. Model for RNA Chain Folding. Journal of Molecular Biology
66 403–421 (1972).

8. N.C. Seeman, Determinata la Struttura Cristallina di un Dinucleosido-
fosfato Naturale (UpA). In: Enciclopedia Della Scienze e Della Tecnica,
Annuario Della EST, Mondadori, Milano pp. 68–69 (1972) (in Italian).

9. S.-H. Kim, H.M. Berman, N.C. Seeman and M.D. Newton, Seven Basic
Conformations of Nucleic Acid Structural Units. Acta Crystallographica
B29 703–710 (1973).

10. J.M. Rosenberg, N.C. Seeman, J.-J.P. Kim, F.L. Suddath, H.B. Nicholas
and A. Rich, Double Helix at Atomic Resolution. Nature 243 150–154
(1973).



378 Appendix

11. R.O. Day, N.C. Seeman, J.M. Rosenberg and A. Rich, A Crystalline Frag-
ment of the Double Helix: The Structure of the Dinucleoside Phosphate
Guanylyl-3’,5’-cytidine. Proceedings of the National Academy of Sciences
(USA) 70 849–853 (1973).

12. S.-H. Kim, F.L. Suddath, G.J. Quigley, A. McPherson, J.L. Sussman,
A.H.-J. Wang, N.C. Seeman and A. Rich, The Three Dimensional Tertiary
Structure of Transfer RNA. Science 185 435–440 (1974).

13. S.-H. Kim, J.L. Sussman, G.J. Quigley, F.L. Suddath, A. McPherson,
A.H.-J. Wang, N.C. Seeman and A. Rich, A Generalized Structure for
Transfer RNA. Proceedings of the National Academy of Sciences (USA)
71 4970–4974 (1974).

14. N.C. Seeman, R.O. Day and A. Rich, Nucleic Acid-Mutagen Interactions:
The Crystal Structure of Adenylyl-3’,5’-uridine Plus 9-Aminoacridine. Na-
ture 253 324–326 (1975).

15. G.J. Quigley, A.H.-J. Wang, N.C. Seeman, F.L. Suddath, A. Rich, J.L.
Sussman and S.-H. Kim, Hydrogen Bonding in Yeast Phenylalanine Trans-
fer RNA. Proceedings of the National Academy of Sciences (USA) 72
4866–4870 (1975).

16. G.J. Quigley, N.C. Seeman, A.H.-J. Wang, F.L. Suddath and A. Rich,
Yeast Phenylalanine Transfer RNA: Atomic Coordinates and Torsion An-
gles. Nucleic Acids Research 2 2329–2341 (1975).

17. S.-H. Kim, F.L. Suddath, G.J. Quigley, A. McPherson, J.L. Sussman,
A.H.-J. Wang, N.C. Seeman and A. Rich, The Tertiary Structure of Yeast
Phenylalanine Transfer RNA. In: Structure and Conformations of Nucleic
Acids and Protein-Nucleic Acid Interactions, ed. by M. Sundaralingam
and S.T. Rao, University Park Press, Baltimore (1975) pp. 7–14.

18. N.C. Seeman, J.M. Rosenberg and A. Rich, Sequence Specific Recognition
of Double Helical Nucleic Acids by Proteins. Proceedings of the National
Academy of Sciences (USA) 73 804–808 (1976).

19. J.M Rosenberg, N.C. Seeman, R.O. Day and A. Rich, RNA Double Helices
Derived from Studies of Small Fragments. Biochemical and Biophysical
Research Communications 69 979–987 (1976).

20. A. Rich and N.C. Seeman, RNA Double Helices at Atomic Resolution. In:
Handbook of Biochemistry and Molecular Biology, vol. II, 3rd edition, ed.
by G. Fasman, CRC Press, Cleveland (1976) pp. 463-469.

21. N.C. Seeman, J.M Rosenberg, F.L. Suddath, J.-J.P. Kim and A. Rich,
RNA Double Helical Fragments at Atomic Resolution I: The Crystal
and Molecular Structure of Adenylyl-3’,5’-uridine Hexahydrate. Journal
of Molecular Biology 104 109–144 (1976).

22. J.M. Rosenberg, N.C. Seeman, R.O. Day and A. Rich, RNA Double Heli-
cal Fragments at Atomic Resolution II: The Crystal and Molecular Struc-
ture of Guanylyl-3’,5’-cytidine Nonahydrate. Journal of Molecular Biology
104 145–167 (1976).



Publications by Nadrian C. Seeman 379

23. A. Rich, N.C. Seeman and J.M. Rosenberg, Protein Recognition of Base
Pairs in a Double Helix. In: Nucleic Acid-Protein Recognition, ed. by H.G.
Vogel, Academic Press, New York (1977) pp. 361–374.

24. N.H. Woo, N.C. Seeman and A. Rich, The Crystal Structure of Putrescine
Diphosphate: A Model for Amine-Nucleic Acid Interactions. Biopolymers
18 539–552 (1979).

25. N.C. Seeman, Single Crystal Crystallography. In: Stereodynamics of Molec-
ular Systems, ed. by R.H. Sarma, Pergamon Press, New York (1979) pp.
75–109.

26. N.C. Seeman, Single Crystal Crystallography for Nucleic Acid Structural
Studies. In: Geometry and Dynamics of Nucleic Acids, ed. by R.H. Sarma,
Pergamon Press, New York (1980) pp. 47–82.

27. N.C. Seeman, Crystallographic Investigation of Oligonucleotide Structure.
In: Geometry and Dynamics of Nucleic Acids, ed. by R.H. Sarma, Perga-
mon Press, New York (1980) pp. 109–142.

28. J.F. Hyde, J.A. Zubieta and N.C. Seeman, The Crystal and Molecu-
lar Structure of ((Mo(S-CH2-CH2-S-CH2-CH2-S)2)2Ag)PF6.1/2 DMF,
A Thiolate-Bridged Mixed Metal Cluster. Inorganica Chemica Acta 54
L137–L139 (1981).

29. J.A. DiVerdi, S.J. Opella, R.-I. Ma, N.R. Kallenbach and N.C. Seeman,
31P NMR of DNA in Eukaryotic Chromosomal Complexes. Biochemical
and Biophysical Research Communications 102 885–890 (1981).

30. N.C. Seeman, Nucleic Acid Junctions: Building Blocks for Genetic En-
gineering in Three Dimensions. In: Biomolecular Stereodynamics, ed. by
R.H. Sarma, Adenine Press, New York (1981) pp. 269–277.

31. N.C. Seeman and B.H. Robinson, Simulation of Double Stranded Branch
Point Migration. In: Biomolecular Stereodynamics, ed. by R.H. Sarma,
Adenine Press, New York (1981) pp. 279–300.

32. N.C. Seeman, Nucleic Acid Junctions and Lattices. Journal of Theoretical
Biology 99 237–247 (1982).

33. R.D. Rosenstein, M. Oberding, J. Hyde, J.A. Zubieta, K.D. Karlin and
N.C. Seeman, The Crystal Structure of Hypoxanthinium Nitrate Mono-
hydrate: Intercalation of Water Between Purines. Crystal Structure Com-
munications 11 1507–1513 (1982).

34. N.C. Seeman and N.R. Kallenbach, Nucleic Acid Junctions, The Tensors
of Life? In: Nucleic Acids: The Vectors of Life, ed. by B. Pullman and J.
Jortner, D. Reidel, Dordrecht (1983) pp. 183–200.

35. N.C. Seeman and N.R. Kallenbach, Design of Immobile Nucleic Acid Junc-
tions. Biophysical Journal 44 201–209 (1983).

36. N.R. Kallenbach, R.-I. Ma and N.C. Seeman, An Immobile Nucleic Acid
Junction Constructed from Oligonucleotides. Nature 305 829–831 (1983).

37. N.R. Kallenbach, R.-I. Ma, A.J. Wand, G.H. Veeneman, J.H. van Boom
and N.C. Seeman, Fourth Rank Immobile Nucleic Acid Junctions. Journal
of Biomolecular Structure and Dynamics 1 158–168 (1983).



380 Appendix

38. N.C. Seeman, M.F. Maestre, R.-I. Ma and N.R. Kallenbach, Physical
Characterization of a Nucleic Acid Junction. In: Progress in Clinical and
Biological Research, Vol. 172A: The Molecular Basis of Cancer, ed. by R.
Rein, Alan R. Liss Inc., New York (1985) pp. 99–108.

39. N.C. Seeman, The Interactive Manipulation and Design of Macromolec-
ular Architecture Utilizing Nucleic Acid Junctions. Journal of Molecular
Graphics 3 34–39 (1985).

40. N.C. Seeman, Macromolecular Design, Nucleic Acid Junctions and Crys-
tal Formation. Journal of Biomolecular Structure and Dynamics 3 11–34
(1985).

41. D.E. Wemmer, A.J. Wand, N.C. Seeman and N.R. Kallenbach, NMR
Analysis of DNA Junctions: Imino Proton NMR Studies of Individual
Arms and Intact Junction. Biochemistry 24 5745–5749 (1985).

42. N.R. Kallenbach and N.C. Seeman, Stable Branched DNA Structures:
DNA Junctions. Comments on Cellular and Molecular Biophysics 4 1–16
(1986).

43. R.D. Sheardy and N.C. Seeman, The Construction of an Oligonucleotide
Containing 5-Iodo-Deoxyuridine. Journal of Organic Chemistry 51 4301–
4303 (1986).

44. R.-I. Ma, N.R. Kallenbach, R.D. Sheardy, M.L. Petrillo and N.C. Seeman,
3-Arm Nucleic Acid Junctions Are Flexible. Nucleic Acids Research 14
9745–9753 (1986).

45. B.H. Robinson and N.C. Seeman, Simulation of Double Stranded Branch
Point Migration. Biophysical Journal 51 611–626 (1987).

46. L.A. Marky, N.R. Kallenbach, K.A. McDonough, N.C. Seeman and K.J.
Breslauer, The Melting Behavior of a Nucleic Acid Junction: A Calori-
metric and Spectroscopic Study. Biopolymers 26 1621–1634 (1987).

47. B.H. Robinson and N.C. Seeman, The Design of a Biochip: A Self-
assembling Molecular-Scale Memory Device. Protein Engineering 1 295–
300 (1987).

48. N.C. Seeman, Physical Models for Exploring DNA Topology. Journal of
Biomolecular Structure and Dynamics 5 997–1004 (1988).

49. N.C. Seeman and N.R. Kallenbach, Nucleic Acid Junctions: A Successful
Experiment in Macromolecular Design. In: Molecular Structure: Chemical
Reactivity and Biological Activity, ed. by J.J. Stezowski, J.-L. Huang and
M.-C. Shao, Oxford University Press, Oxford (1988) pp. 189–194.

50. M.E.A. Churchill, T.D. Tullius, N.R. Kallenbach and N.C. Seeman, A
Holliday Recombination Intermediate is Twofold Symmetric. Proceedings
of the National Academy of Sciences (USA) 85 4653–4656 (1988).

51. M.L. Petrillo, C.J. Newton, R.P. Cunningham, R.-I. Ma, N.R. Kallenbach
and N.C. Seeman. The Ligation and Flexibility of 4-Arm DNA Junctions.
Biopolymers 27 1337–1352 (1988).

52. J.-H. Chen, M.E.A. Churchill, T.D. Tullius, N.R. Kallenbach and N.C.
Seeman, Construction and Analysis of Mono-Mobile DNA Junctions. Bio-
chemistry 27 6032–6038 (1988).



Publications by Nadrian C. Seeman 381

53. J.-H. Chen, N.C. Seeman and N.R. Kallenbach, Tracts of A-T Nucleotide
Pairs Retard the Electrophoretic Mobility of Short DNA Duplexes. Nu-
cleic Acids Research 16 6803–6812 (1988).

54. J.E. Mueller, B. Kemper, R.P. Cunningham, N.R. Kallenbach and N.C.
Seeman, T4 Endonuclease VII Cleaves the Crossover Strands of Holli-
day Junction Analogs. Proceedings of the National Academy of Sciences
(U.S.A.) 85 9441–9445 (1988).

55. N.C. Seeman, J.-H. Chen and N.R. Kallenbach, Gel Electrophoretic Anal-
ysis of DNA Branched Junctions. Electrophoresis 10 345–354 (1989).

56. Q. Guo, N.C. Seeman and N.R. Kallenbach, Site-Specific Interaction of
Intercalating Drugs with a Branched DNA Molecule. Biochemistry 28
2355–2359 (1989).

57. N.C. Seeman, Nanoscale Assembly and Manipulation of Branched DNA:
A Biological Starting Point for Nanotechnology, NANOCON Proceedings,
ed. by J. Lewis and J.L. Quel, NANOCON, P.O. Box 40176, Bellevue, WA
98004, pp. 101–123; transcript of oral presentation, pp. 30–36 (1989).
http://www.halcyon.com/nanojbl/NanoConProc/nanocon3.html

58. J.-H. Chen, N.R. Kallenbach and N.C. Seeman, A Specific Quadrilat-
eral Synthesized from DNA Branched Junctions. Journal of the American
Chemical Society 111 6402–6407 (1989).

59. M. Lu, Q. Guo, N.C. Seeman and N.R. Kallenbach, DNase I Cleavage of
Branched DNA Molecules, Journal of Biological Chemistry 264 20851–
20854 (1989).

60. F. Jensch, H. Kosak, N.C. Seeman and B. Kemper, Cruciform Cutting
Endonucleases from S. cerevisiae and Phage T4 Show Conserved Reactions
With Branched DNAs, EMBO Journal 8 4325–4334 (1989).

61. N.C. Seeman, J.E. Mueller, J.-H. Chen, M.E.A. Churchill, A. Kimball,
T.D. Tullius, B. Kemper, R.P. Cunningham and N.R. Kallenbach, Im-
mobile Junctions Suggest New Features of the Structural Chemistry of
Recombination, In: Structure & Methods: Human Genome Initiative &
DNA Recombination, Vol. 1, R.H. Sarma and M.H. Sarma, eds., Adenine
Press, New York, pp. 137–156 (1990).

62. Q. Guo, M. Lu, N.C. Seeman and N.R. Kallenbach, Drug Binding by
Branched DNA Molecules: Analysis by Chemical Footprinting of Interca-
lation into an Immobile Junction, Biochemistry 29 570–578 (1990).

63. M. Lu, Q. Guo, R.F. Pasternack, D.J. Wink. N.C. Seeman and N.R.
Kallenbach, Drug Binding by Branched DNA: Selective Interaction of
Tetrapyridyl Porphyrins with an Immobile Junction, Biochemistry 29
1614–1624 (1990).

64. A. Kimball, Q. Guo, M. Lu, N.R. Kallenbach, R.P. Cunningham, N.C.
Seeman and T.D. Tullius, Conformational Isomers of Holliday Junctions,
Journal of Biological Chemistry 265 6544–6547 (1990).

65. M. Lu, Q. Guo, N.C. Seeman and N.R. Kallenbach, Drug Binding by
Branched DNA: Selective Interaction of the Dye Stains-All with an Im-
mobile Junction, Biochemistry 29 3407–3412 (1990).



382 Appendix

66. J.E. Mueller, C.J. Newton, F. Jensch, B. Kemper, R.P. Cunningham, N.R.
Kallenbach and N.C. Seeman, Resolution of Holliday Junction Analogs by
T4 Endonuclease VII Can Be Directed by Substrate Structure, Journal of
Biological Chemistry 265 13918–13924 (1990).

67. N.C. Seeman, De Novo Design of Sequences for Nucleic Acid Structure
Engineering, Journal of Biomolecular Structure and Dynamics 8 573–581
(1990).

68. M. Lu, Q. Guo, J.E. Mueller, B. Kemper, F.W. Studier, N.C. Seeman and
N.R. Kallenbach, Characterization of a Bimobile DNA Junction, Journal
of Biological Chemistry 265 16778–16785 (1990).

69. J. Chen and N.C. Seeman, The Synthesis from DNA of a Molecule with
the Connectivity of a Cube, Nature 350 631–633 (1991).

70. Y. Wang, J.E. Mueller, B. Kemper, and N.C. Seeman, The Assembly and
Characterization of 5-Arm and 6-Arm DNA Junctions, Biochemistry 30
5667–5674 (1991).

71. M. Lu, Q. Guo, N.C. Seeman and N.R. Kallenbach, Parallel and An-
tiparallel Holliday Junctions Differ in Structure and Stability, Journal of
Molecular Biology 221 1419–1432 (1991).

72. J.E. Mueller, S.M. Du and N.C. Seeman, The Design and Synthesis of
a Knot from Single-Stranded DNA, Journal of the American Chemical
Society 113 6306–6308 (1991).

73. J. Chen and N.C. Seeman, The Electrophoretic Properties of a DNA Cube
and its Sub-Structure Catenanes, Electrophoresis 12 607–611 (1991).

74. N.C. Seeman, DNA Structural Engineering Utilizing Immobile Junctions,
Current Opinion in Structural Biology 1 653–661 (1991).

75. N.C. Seeman, The Construction of 3-D Stick Figures from Branched DNA,
DNA and Cell Biology 10 475–486 (1991).

76. N.C. Seeman, The Use of Branched DNA for Nanoscale Fabrication, Nan-
otechnology 2 149–159 (1991).

77. M. Lu, Q. Guo, L.A. Marky, N.C. Seeman and N.R. Kallenbach, Ther-
modynamics of DNA Chain Branching, Journal of Molecular Biology 223
781–789 (1992).

78. Y. Zhang and N.C. Seeman, A Solid-Support Methodology for the Con-
struction of Geometrical Objects from DNA, Journal of the American
Chemical Society 114 2656–2663 (1992).

79. S.M. Du and N.C. Seeman, The Synthesis of a DNA Knot Containing both
Positive and Negative Nodes, Journal of the American Chemical Society
114 9652–9655 (1992).

80. S.M. Du, S. Zhang and N.C. Seeman, DNA Junctions, Antijunctions and
Mesojunctions, Biochemistry 31 10955–10963 (1992).

81. N.C. Seeman, The Design of Single-Stranded Nucleic Acid Knots, Molec-
ular Engineering 2 297–307 (1992).

82. T.-J. Fu and N.C. Seeman, DNA Double Crossover Structures, Biochem-
istry 32 3211–3220 (1993).



Publications by Nadrian C. Seeman 383

83. N.C. Seeman, Nanoengineering with DNA, Biomolecular Materials: Ma-
terials Research Society Symposium Proceedings 292 123–134 (1993).

84. H. Wang, S.M. Du and N.C. Seeman, Tight Single-Stranded DNA Knots,
Journal of Biomolecular Structure and Dynamics 10 853–863 (1993).

85. N.C. Seeman, Branched DNA: A 3-D Structural Design System, Clinical
Chemistry 39 722–724 (1993).

86. N.C. Seeman, J. Chen, S.M. Du, J.E. Mueller, Y. Zhang, T.-J. Fu, H.
Wang, Y. Wang, and S. Zhang, Synthetic DNA Knots and Catenanes,
New Journal of Chemistry 17 739–755 (1993).

87. V.N. Morozov, J. Sherman, N.R. Kallenbach, S.M. Du and N.C. Seeman,
A Scanning Tunneling Microscopy Study of the Formation and Chemi-
cal Activation of Step Defects on the Basal Plane of Pyrolytic Graphite,
Journal of Microscopy 170 pt. 3, 237–245 (1993).

88. S. Zhang, T.-J. Fu and N.C. Seeman, Construction of Symmetric, Immo-
bile DNA Branched Junctions, Biochemistry 32 8062–8067 (1993).

89. N.C. Seeman and N.R. Kallenbach, DNA Branched Junctions, Annual
Review of Biophysics and Biomolecular Structure 23 53–86 (1994).

90. S.M. Du and N.C. Seeman, The Construction of a Trefoil Knot from a
DNA Branched Junction Motif, Biopolymers 34 31–37 (1994).

91. V.N. Morozov, N.C. Seeman and N.R. Kallenbach, New Methods for De-
positing and Imaging Molecules in Scanning-Tunneling Microscopy, Scan-
ning Microscopy International 7 757–779 (1994).

92. N.C. Seeman, Structural Control and Engineering of Nucleic Acids, In:
Concepts in Protein Engineering and Design, P. Wrede and G. Schneider,
eds., Walter-de-Gruyter, Berlin, 319–343 (1994).

93. T-J. Fu, Y.-C. Tse-Dinh, and N.C. Seeman, Holliday Junction Crossover
Topology, Journal of Molecular Biology 236 91–105 (1994).

94. N.C. Seeman, Y. Zhang, and J. Chen, DNA Nanoconstructions, Journal
of Vacuum Science and Technology A12 1895–1903 (1994).

95. T.-J. Fu, B. Kemper and N.C. Seeman, Endonuclease VII Cleavage of
DNA Double Crossover Molecules, Biochemistry 33 3896–3905 (1994).

96. N.C. Seeman, Y. Zhang, T.-J. Fu, S. Zhang, Y. Wang and J. Chen, Chem-
ical Synthesis of Nanostructures, Biomolecular Materials by Design: Ma-
terials Research Society Symposium Proceedings 330 45–56 (1994).

97. S. Zhang, and N.C. Seeman, Symmetric Holliday Junction Crossover Iso-
mers, Journal of Molecular Biology 238 658–668 (1994).

98. B. Liu, N.B. Leontis and N.C. Seeman, Bulged 3-arm DNA Branched
Junctions as Components for Nanoconstruction, Nanobiology 3 177–188
(1994).

99. N.C. Seeman, Y. Zhang, S.M. Du, H. Wang, J.E. Mueller, Y. Wang, B.
Liu, J. Qi and J. Chen, The Control of DNA Structure and Topology:
An Overview, Molecularly Designed Ultrafine/Nanostructured Materials:
Materials Research Society Symposium Proceedings 351 57–66 (1994).

100. Y. Zhang and N.C. Seeman, The Construction of a DNA Truncated Octa-
hedron, Journal of the American Chemical Society 116 1661–1669 (1994).



384 Appendix

101. S.M. Du, H. Wang, Y.C. Tse-Dinh and N.C. Seeman, Topological Trans-
formations of Synthetic DNA Knots, Biochemistry 34 673–682 (1995).

102. H. Wang and N.C. Seeman, Structural Domains of DNA Mesojunctions,
Biochemistry 34 920–929 (1995).

103. S.M. Du, B.D. Stollar, and N.C. Seeman, A Synthetic DNA Molecule in
Three Knotted Topologies, Journal of the American Chemical Society 117
1194–1200 (1995).

104. D.M.J. Lilley, R.M. Clegg, S. Diekmann, N.C. Seeman, E. von Kitzing and
P. Hagerman, A Nomenclature of Junctions and Branchpoints in Nucleic
Acids, European Journal of Biochemistry 230 1-2 (1995); Nucleic Acids
Research 23 3363-3364 (1995); Journal of Molecular Biology 255 554–555
(1996).

105. N.C. Seeman, Molecular Craftwork with DNA, The Chemical Intelligencer
1 (3) 38–47 (1995).

106. N.C. Seeman, Y. Zhang, S.M. Du and J. Chen, Construction of DNA Poly-
hedra and Knots Through Symmetry Minimization, In: Supramolecular
Stereochemistry, ed. by J. Siegel, NATO Advanced Research Workshops
Series, Kluwer, Dordrecht, 27–32 (1995).

107. E. Flapan and N.C. Seeman, A Topological Rubber Glove Obtained from
a Synthetic Single Stranded DNA Molecule, Journal of the Chemical So-
ciety, Chemical Communications, 2249–2250 (1995).

108. J.A. Sekiguchi, N.C. Seeman and S. Shuman, Asymmetric Resolution of
Holliday Junctions by Eukaryotic DNA Topoisomerase I. Proceedings of
the National Academy of Sciences (USA) 93 785–789 (1996).

109. N.C. Seeman, H. Wang, J. Qi., X.J. Li, X.P. Yang, Y. Wang, H. Qiu,
B. Liu, Z. Shen, W. Sun, F. Liu, J.J. Molenda, S.M. Du, J. Chen, J.E.
Mueller., Y. Zhang, T.-J. Fu, and S. Zhang, DNA Nanotechnology and
Topology. In: Biological Structure and Dynamics, ed. by R.H. Sarma and
M.H. Sarma, Adenine Press, New York, vol. 2, pp. 319–341 (1996).

110. J. Qi, X. Li, X. Yang and N.C. Seeman, The Ligation of Triangles Built
from Bulged Three-Arm DNA Branched Junctions, Journal of the Amer-
ican Chemical Society 118 6121–6130 (1996).

111. X. Li, X. Yang, J. Qi, and N.C. Seeman, Antiparallel DNA Double
Crossover Molecules as Components for Nanoconstruction, Journal of the
American Chemical Society 118 6131–6140 (1996).

112. H. Wang, R.J. Di Gate, and N.C. Seeman, An RNA Topoisomerase, Pro-
ceedings of the National Academy of Sciences (USA) 93 9477-9482 (1996).

113. N.C. Seeman, Design and Engineering of Nucleic Acid Nanoscale Assem-
blies, Current Opinion in Structural Biology 6 519–526 (1996).
http://biomednet.com/cgi-bin/fulltext/fulltext.pl?uid=sb6402#sec5

114. C. Mao, W. Sun and N.C. Seeman, Assembly of Borromean Rings from
DNA, Nature 386 137–138 (1997).

115. H. Qiu, J.C. Dewan and N.C. Seeman, A DNA Decamer with a Sticky
End: The Crystal Structure of d-CGACGATCGT. Journal of Molecular
Biology 267 881–898 (1997).



Publications by Nadrian C. Seeman 385

116. X. Li, H. Wang and N.C. Seeman, Direct Evidence for Holliday Junction
Crossover Isomerization. Biochemistry 36 4240–4247 (1997).

117. N.C. Seeman, J. Chen, Y. Zhang, T.-J. Fu, X. Li, X. Yang, Y. Wang,
J. Qi, B. Liu and F. Liu, Control of Structure and Topology in DNA
Nanotechnology. In: Molecular Nanotechnology: Biological Approaches and
Novel Applications, ed. by S.A. Minden, IBC Libraries, Southborough,
MA, Chapter 2.2 (31 pages) (1997).

118. N.C. Seeman, DNA Components for Molecular Architecture. Accounts of
Chemical Research 30 357–363 (1997).

119. N.C. Seeman, J. Qi, X. Li, X. Yang, N.B. Leontis, B. Liu, Y. Zhang,
S.M. Du and J. Chen, The Control of DNA Structure: From Topological
Modules to Geometrical Modules. In: Modular Chemistry, ed. by J. Michl,
Kluwer, 95–104 (1997).

120. X. Yang, A. Vologodskii, B. Liu, B. Kemper and N.C. Seeman, Torsional
Control of Double Stranded DNA Branch Migration. Biopolymers 45 69–
83 (1998).

121. N.C. Seeman, DNA Nanotechnology: Novel DNA Constructions. Annual
Review of Biophysics and Biomolecular Structure 27 225–248 (1998).

122. N.C. Seeman, DNA Nanotechnology, In: WTEC Workshop Report on
R&D Status and Trends in Nanoparticles, Nanostructured Materials, and
Nanodevices in the United States, ed. by R.W. Siegel, E. Hu and M.C.
Roco, International Technology Research Institute, Baltimore (1998).

123. A. V. Vologodskii, X. Yang and N.C. Seeman, Non-complementary DNA
Helical Structure Induced by Positive Torsional Stress, Nucleic Acids Re-
search 26 1503–1508 (1998).

124. H. Wang, R.J. Di Gate and N.C. Seeman, The Construction of an RNA
Knot and Its Role in Demonstrating that E. coli DNA Topoisomerase III Is
an RNA Topoisomerase. Structure, Motion, Interaction and Expression of
Biological Macromolecules, ed. by R.H. Sarma and M.H. Sarma, Adenine
Press, New York, pp. 103–116 (1998).

125. E. Winfree, F. Liu, L. A. Wenzler, and N.C. Seeman, Design and Self-
assembly of Two-Dimensional DNA Crystals, Nature 394 539–544 (1998).

126. N.C. Seeman, Directing the Structure of Matter Through Nanotechnology,
Proceedings of IEEE International Joint Symposia on Intelligence and
Systems IEEE Computer Society, Los Alamitos, CA, 146–150 (1998).

127. W. Sun, C. Mao, F. Liu and N.C. Seeman, Sequence Dependence of Branch
Migratory Minima. Journal of Molecular Biology 282 59–70 (1998).

128. N.C. Seeman, H. Wang, X. Yang, F. Liu, C. Mao, W. Sun, L. Wenzler, Z.
Shen, R. Sha, H. Yan, M.H. Wong, P. Sa-Ardyen, B. Liu, H. Qiu, X. Li,
J. Qi, S.M. Du, Y. Zhang, J.E. Mueller, T.-J. Fu, Y. Wang, and J. Chen,
New Motifs in DNA Nanotechnology, Nanotechnology 9 257–273 (1998).
http://www.foresight.org/Conferences/MNT05/Papers/Seeman/
index.html.

129. N.C. Seeman, J. Chen, Y. Zhang, B. Liu, H. Qiu, T.-J. Fu, Y. Wang, X.
Li, X. Yang, J. Qi, F. Liu, L.A. Wenzler, S, Du, J.E. Mueller, H. Wang,



386 Appendix

C. Mao, W. Sun, Z. Shen, M.H. Wong, H, Yan and R. Sha, A Bottom-
up Approach to Nanotechnology Using DNA, In: Biological Molecules in
Nanotechnology, ed. by S.C. Lee, IBC Libraries, Southborough, MA, pp.
45–58 (1998).

130. X. Yang, L.A. Wenzler, J. Qi, X. Li and N.C. Seeman, Ligation of DNA
Triangles Containing Double Crossover Molecules, Journal of the Ameri-
can Chemical Society 120 9779-9786 (1998).

131. E. Winfree, X. Yang and N.C. Seeman, Universal Computation via Self-
assembly of DNA: Some Theory and Experiments, In: DNA Based Com-
puters II, ed. by L.F. Landweber and E.B. Baum, Am. Math. Soc., Prov-
idence, pp. 191–213 (1998).

132. N.C. Seeman, H. Wang, B. Liu, J. Qi, X. Li, X. Yang, F. Liu, W. Sun, Z.
Shen, Y. Wang, R. Sha, C. Mao, S. Zhang, T.-J. Fu, S.M. Du, J.E. Mueller,
Y. Zhang and J. Chen, The Perils of Polynucleotides: The Experimental
Gap Between the Design and Assembly of Unusual DNA Structures, In:
DNA Based Computers II, ed. by L.F. Landweber and E.B. Baum, Am.
Math. Soc., Providence, pp. 215–233 (1998).

133. N.C. Seeman, Nucleic Acid Nanostructures and Topology. Angewandte
Chemie. 110, 3408-3428 (1998); Angewandte Chemie International Edition
37 3220–3238 (1998).

134. C. Mao, W. Sun, Z. Shen and N.C. Seeman, A DNA Nanomechanical
Device Based on the B-Z Transition, Nature 397 144–146 (1999).

135. F. Liu, R. Sha and N.C. Seeman, Modifying the Surface Features of Two-
Dimensional DNA Crystals, Journal of the American Chemical Society
121 917–922 (1999).

136. R. Sha, F. Liu, M.F. Bruist and N.C. Seeman, Parallel Helical Domains
in DNA Branched Junctions Containing 5’, 5’ and 3’, 3’ Linkages, Bio-
chemistry 38 2832–2841 (1999).

137. C. Mao, W. Sun and N.C. Seeman, Designed Two-Dimensional DNA Hol-
liday Junction Arrays Visualized by Atomic Force Microscopy, Journal of
the American Chemical Society 121 5437–5443 (1999).

138. N.C. Seeman, Synthetic DNA Topology, Molecular Catenanes, Rotaxanes
and Knots, ed. by J.-P. Sauvage and C. Dietrich-Buchecker, Wiley-VCH,
Weinheim pp. 323–356 (1999).

139. F. Liu, H. Wang and N.C. Seeman, Short Extensions to Sticky Ends for
DNA Nanotechnology and DNA-Based Computation, Nanobiology 4 257–
262 (1999).

140. N.C. Seeman, DNA Engineering and Its Application to Nanotechnology,
Trends in Biotechnology 17, 437–443 (1999).

141. W. Sun, C. Mao, H. Iwasaki, B. Kemper and N.C. Seeman, No Braiding
of Holliday Junctions in Positively Supercoiled DNA Molecules, Journal
of Molecular Biology 294 683–699 (1999).

142. T. LaBean, H. Yan, J. Kopatsch, F. Liu, E. Winfree, J.H. Reif and N.C.
Seeman, The Construction, Analysis, Ligation and Self-assembly of DNA



Publications by Nadrian C. Seeman 387

Triple Crossover Complexes, Journal of the American Chemical Society
122 1848–1860 (2000).

143. N.C. Seeman, F. Liu, C. Mao, X. Yang, L.A. Wenzler, R. Sha, W. Sun,
Z. Shen, X. Li, J. Qi, Y. Zhang, T.-J. Fu, J. Chen and E. Winfree, Two
Dimensions and Two States in DNA Nanotechnology, Proceedings of the
11th Conversation in Biomolecular Stereodynamics, ed. by R.H. Sarma
and M.H. Sarma, Adenine Press, New York, pp. 253–262 (2000).

144. N.C. Seeman, DNA Nanotechnology: From Topological Control to Struc-
tural Control, in Pattern Formation in Biology, Vision and Dynamics, ed.
by A. Carbone, M. Gromov, P.Prusinkiewicz, World Scientific Publishing
Company, Singapore, pp. 271–309 (2000).

145. N.C. Seeman, C. Mao, F. Liu, R. Sha, X. Yang, L. Wenzler, X. Li, Z.
Shen, H. Yan, P. Sa-Ardyen, X. Zhang, W. Shen, J. Birac, P. Lukeman,
Y. Pinto, J. Qi, B. Liu, H. Qiu, S.M. Du, H. Wang, W. Sun, Y. Wang, T.-
J. Fu, Y. Zhang, J.E. Mueller and J. Chen, Nicks, Nodes, and New Motifs
for DNA Nanotechnology, Frontiers of Nano-optoelectronic Systems, ed.
by L. Pavesi and E. Buzanova, Kluwer, Dordrecht, pp. 177–198 (2000).

146. R. Sha, F. Liu and N.C. Seeman, Direct Evidence for Spontaneous
Branch Migration in Antiparallel DNA Holliday Junctions, Biochemistry
39 11514–11522 (2000).

147. R. Sha, H. Iwasaki, F. Liu, H. Shinagawa and N.C. Seeman, Cleavage of
Symmetric Immobile DNA Junctions by Escherichia coli Ruv C, Biochem-
istry 39 11982–11988 (2000).

148. R. Sha, F. Liu, D.P. Millar and N.C. Seeman, Atomic Force Microscopy of
Parallel DNA Branched Junction Arrays, Chemistry & Biology 7 743–751
(2000).

149. A. Podtelezhnikov, C. Mao, N.C. Seeman and A. Vologodskii, Multi-
merization-Cyclization of DNA Fragments as a Method of Conformational
Analysis, Biophys. J. 79 2692–2704 (2000).

150. C. Mao, T. LaBean, J.H. Reif and N.C. Seeman, Logical Computation Us-
ing Algorithmic Self-assembly of DNA Triple Crossover Molecules, Nature
407 493–496 (2000); Erratum: Nature 408 750-750 (2000).

151. N.C. Seeman, In the Nick of Space: Generalized Nucleic Acid Comple-
mentarity and the Development of DNA Nanotechnology, Synlett 2000
1536–1548 (2000).

152. N.C. Seeman, DNA Nicks and Nodes and Nanotechnology, NanoLetters 1
22–26 (2001).

153. J.H. Reif, T.H. LaBean and N.C. Seeman, Challenges and Applications
for Self-assembled DNA Nanostructures, Sixth International Workshop
on DNA-Based Computers, DNA 2000, Leiden, The Netherlands, (June,
2000) ed. A. Condon, G. Rozenberg. Springer-Verlag, Berlin, Heidelberg,
Lecture Notes in Computer Science 2054 173–198 (2001).

154. H. Yan, X. Zhang, Z. Shen and N.C. Seeman, A Robust DNA Mechanical
Device Controlled by Hybridization Topology, Nature 415 62–65 (2002).



388 Appendix

155. N.C. Seeman, DNA Nanotechnology: Life’s Central Performer in a New
Role, Biological Physics Newsletter 2 (1) 2–6 (2002) .

156. N.C. Seeman, It Started with Watson and Crick, But it Sure Didn’t End
There: Pitfalls and Possibilities Beyond the Classic Double Helix, Natural
Computing 1 53-8–4 (2002).

157. N.C. Seeman and A.M. Belcher, Emulating Biology: Nanotechnology from
the Bottom Up, Proceedings of the National Academy of Sciences (USA)
99 (supp. 2), 6451–6455 (2002).

158. R. Sha, F. Liu and N.C. Seeman, Atomic Force Measurement of the Inter-
domain Angle in Symmetric Holliday Junctions, Biochemistry 41 5950–
5955 (2002).

159. N.C. Seeman, Key Experimental Approaches in DNA Nanotechnology,
Current Protocols in Nucleic Acid Chemistry, Unit 12.1, John Wiley &
Sons, New York (2002).

160. R. Sha, F. Liu, H. Iwasaki and N.C. Seeman, Parallel Symmetric Im-
mobile DNA Junctions as Substrates for E. coli RuvC Holliday Junction
Resolvase. Biochemistry 41 10985–10993 (2002).

161. A. Carbone and N.C. Seeman, Circuits and Programmable Self-assembling
DNA Structures, Proc. Nat. Acad. Sci. (USA) 99 12577–12582 (2002).

162. X. Zhang, H. Yan, Z. Shen and N.C. Seeman, Paranemic Cohesion of
Topologically-Closed DNA Molecules, J Am. Chem. Soc. 124 12940–
12941 (2002).

163. S. Xiao, F. Liu, A. Rosen, J.F. Hainfeld, N.C. Seeman, K.M. Musier-
Forsyth and R.A. Kiehl, Self-assembly of Nanoparticle Arrays by DNA
Scaffolding, J. Nanoparticle Research 4 313–317 (2002).

164. A. Carbone and N.C. Seeman, Fractal Designs Based on DNA Parallelo-
gram Structures, Natural Computing 1 469–480 (2002).

165. L. Zhu, O. dos Santos, N.C. Seeman and J.W. Canary, Reaction of
N3-Benzoyl-3, 5-O-(di-tert-butylsilanediyl)uridine with Hindered Elec-
trophiles: Intermolecular N3 to 2’-O Protecting Group Transfer, Nucle-
osides, Nucleotides & Nucleic Acids 21 723-7-35 (2002).

166. N.C. Seeman, DNA in a Material World, Nature 421 427–431 (2003).
167. N.C. Seeman, Structural DNA Nanotechnology: A New Organizing Prin-

ciple for Advanced Nanomaterials, Materials Today 6 (7) 24–29 (2003).
168. P. Sa-Ardyen, N. Jonoska and N.C. Seeman, Self-assembling DNA Graphs,

DNA-Based Computers VIII, LNCS 2568 Springer-Verlag, Berlin, 1–9
(2003).

169. H. Yan and N.C. Seeman, Edge-Sharing Motifs in DNA Nanotechnology.
Journal of Supramolecular Chemistry 1 229–237 (2003).

170. P. Sa-Ardyen, A.V. Vologodskii and N.C. Seeman, The Flexibility of DNA
Double Crossover Molecules. Biophysical Journal 84 3829–3837 (2003).

171. N. Jonoska, P. Sa-Ardyen and N.C. Seeman, Computation by Self-assembly
of DNA Graphs, J. Genetic Programming and Evolvable Machines 4 123–
137 (2003).



Publications by Nadrian C. Seeman 389

172. N.C. Seeman, Biochemistry and Structural DNA Nanotechnology: An
Evolving Symbiotic Relationship, Biochemistry 42 7259–7269 (2003).

173. L. Zhu, P.S. Lukeman, J. Canary and N.C. Seeman, Nylon/DNA: Single-
Stranded DNA with Covalently Stitched Nylon Lining, J. Am. Chem. Soc.
125 10178–10179 (2003).

174. A. Carbone and N.C. Seeman, Coding and Geometrical Shapes in Nanos-
tructures: a Fractal DNA-Assembly, Natural Computing 2 133–151 (2003).

175. N.C. Seeman, DNA: Beyond the Double Helix, Macromolecular Symposia
201 237–244 (2003).

176. N.C. Seeman, At the Crossroads of Chemistry, Biology and Materials:
Structural DNA Nanotechnology, Chemistry & Biology 10 1151–1159
(2003).

177. P. Sa-Ardyen, N. Jonoska and N.C. Seeman, Self-assembling DNA Graphs,
Natural Computing 2 427–438 (2003).

178. N.C. Seeman, DNA Nanostructures for Mechanics and Computing: Non-
linear Thinking with Life’s Central Molecule. NanoBiotechnology. Editors,
Chad Mirkin and Christof Niemeyer, Wiley-VCH Verlag GmbH & Co.,
Weinheim, Chapter 20, pp. 308–318 (2004).

179. Z. Shen, H. Yan, T. Wang and N.C. Seeman, Paranemic Crossover DNA:
A Generalized Holliday Structure with Applications in Nanotechnology J.
Am. Chem. Soc. 126 1666–1674 (2004).

180. N. Jonoska, S. Liao, and N.C. Seeman, Transducers with Programmable
input by DNA Self-assembly, in: Aspects of Molecular Computing, N.
Jonoska, G. Paun, G. Rozenberg eds. Lecture Notes in Computer Science
2340, Springer-Verlag, Berlin, 219–240 (2004).

181. A. Carbone and N.C. Seeman, Molecular Tiling and DNA Self-assembly,
in: Aspects of Molecular Computing, N. Jonoska, G. Paun, G. Rozenberg
eds. Lecture Notes in Computer Science 2340, Springer-Verlag, Berlin,
61–83 (2004).

182. S. Liao, C. Mao, J.J. Birktoft, S. Shuman and N.C. Seeman, Resolution
of Undistorted Symmetric Immobile DNA Junctions by Vaccinia Topoi-
somerase I, Biochemistry 43 1520–1531 (2004).

183. N.C. Seeman. Nanotechnology and the Double Helix, Scientific American
290 (6) 64–75 (2004).

184. P. Sa-Ardyen, N. Jonoska and N.C. Seeman, The Construction of Graphs
Whose Edges Are DNA Helix Axes, J. Am. Chem. Soc., 126 6648–6657
(2004).

185. W.B. Sherman and N.C. Seeman, A Precisely Controlled DNA Bipedal
Walking Device, NanoLetters 4 1203-1207 (2004); Erratum, 4 1801–1801.

186. P.S. Lukeman, A. Mittal, and N.C. Seeman, Two Dimensional PNA/DNA
Arrays: Estimating the Helicity of Unusual Nucleic Acid Polymers, Chem-
ical Communications 2004, pp. 1694–1695 (2004).

187. N.C. Seeman, DNA Nanotechnology, Encyclopedia of Supramolecular
Chemistry, Marcel Dekker, New York, pp. 475–483 (2004).



390 Appendix

188. A. Carbone, C. Mao, P. Constantinou, B. Ding, J. Kopatsch, W.B. Sher-
man and N.C. Seeman, 3D Fractal DNA Assembly from Coding, Geometry
and Protection, Natural Computing 3 235–252 (2004).

189. B. Ding, R. Sha and N.C. Seeman, Pseudohexagonal 2D DNA Crystals
from Double Crossover Cohesion, J. Am. Chem. Soc. 126 10230–10231
(2004).

190. P. Paukstelis, J. Nowakowski, J.J. Birktoft and N.C. Seeman, The Crystal
Structure of a Continuous Three-Dimensional DNA Lattice, Chemistry
and Biology 11 1119–1126 (2004).

191. W. Shen, M. Bruist, S. Goodman and N.C. Seeman, A Nanomechanical
Device for Measuring the Excess Binding Energy of Proteins That Distort
DNA, Angew. Chem. Int. Ed. 43 4750–4752 (2004); Angew. Chem. 116
4854–4856 (2004).

192. S. Liao and N.C. Seeman, Translation of DNA Signals into Polymer As-
sembly Instructions, Science 306 2072–2074 (2004).

193. J.D. Le, Y. Pinto, N.C. Seeman, K. Musier-Forsyth, T.A. Taton and R.A.
Kiehl, Self-assembly of Nanoelectronic Component Arrays by In Situ Hy-
bridization to 2D DNA Scaffolding, NanoLetters 4 2343–2347 (2004).

194. G. Serrano and N.C. Seeman, Nanotecnologia Basada en ADN, Revista
de Quimica 19 11-20 (2004), in Spanish.

195. N.C. Seeman and P.S. Lukeman, Nucleic Acid Nanostructures, Reports on
Progress in Physics 68 237–270 (2005).

196. N.C. Seeman, B. Ding, S. Liao, T. Wang, W.B. Sherman, P.E. Constanti-
nou, J. Kopatsch, C. Mao, R. Sha, F. Liu, H. Yan and P.S. Lukeman, Ex-
periments in Structural DNA Nanotechnology: Arrays and Devices, Proc.
SPIE; Nanofabrication: Technologies, Devices and Applications 5592, 71–
81 (2005).

197. N.C. Seeman, From Genes to Machines: DNA Nanomechanical Devices,
Trends in Biochemical Sciences 30 119–235 (2005).

198. N.C. Seeman. Structural DNA Nanotechnology: An Overview. Methods in
Molecular Biology 303: Bionanotechnology Protocols, Editors, Sandra J.
Rosenthal and David W. Wright, Humana Press, Totowa, NJ, pp. 143–166
(2005).

199. F. Mathieu, S. Liao, C. Mao, J. Kopatsch, T. Wang, and N.C. Seeman,
Six-Helix Bundles Designed from DNA, NanoLetters 5 661–665 (2005).

200. R.Sha, X.Zhang, S.Liao, P.E.Constantinou, B.Ding, T.Wang, A.V.Gari-
botti, H.Zhong, L.B.Israel, X.Wang, G.Wu, B.Chakraborty, J.Chen, Y.
Zhang, C. Mao, H.Yan, J.Kopatsch, J.Zheng, P.S.Lukeman, W.B.Sherman,
N.C. Seeman, Motifs and Methods in Structural DNA Nanotechnology,
Proc. Intl. Conf. Nanomaterials, NANO 2005, July 13-15, 2005, Mepco
Schlenk Engineering College, Srivakasi, India, V. Rajendran, ed., pp. 3–
10 (2005).

201. M. Cavaliere, N. Jonoska, S. Yogev, R. Piran, E. Keinan, N.C. See-
man Biomolecular Implementation of Computing Devices with Unbounded



Publications by Nadrian C. Seeman 391

Memory (G. Ferretti et al., eds.) Springer Lecture Notes in Computer Sci-
ence 3384 (2005) 35–49.

202. R. Sha, X. Zhang, S. Liao, P.E. Constantinou, B. Ding, T. Wang,
A.V. Garibotti, H.Zhong, L.B.Israel, X.Wang, G.Wu, B.Chakraborty,
J.Chen, Y.Zhang, H.Yan, Z.Shen, W.Shen, P.Sa-Ardyen, J.Kopatsch,
J.Zheng, P.S.Lukeman, W.B.Sherman, C. Mao, N. Jonoska, N.C. Seeman,
Structural DNA Nanotechnology: Molecular Construction and Computa-
tion, in Unconventional Computing 2005 (C. Calude et al., eds.) Lecture
Notes in Computer Science 3699 20–31 (2005).

203. C. Mao, P.E. Constantinou, F. Liu, Y. Pinto, J. Kopatsch, P.S. Luke-
man, T. Wang, B. Ding, H. Yan, J.J. Birktoft, R. Sha, H.Zhong, L. Fo-
ley, L.A. Wenzler, R. Sweet, M. Becker and N.C. Seeman, The Design of
Self-assembled 3D DNA Networks, Proc. Intl. Symp. on Nanoscale De-
vices, Materials, and Biological Systems, 206th Meeting of the Electro-
chemical Society, Honolulu, PV 2004-XX, Editors: M. Cahay, M. Urquidi-
Macdonald, S. Bandyopadhyay, P. Guo, H. Hasegawa, N. Koshida, J.P.
Leburton, D.J. Lockwood, S. Seal, and A. Stella. in press (2005).

204. M. Endo, N.C. Seeman and T. Majima, DNA Tube Structures Controlled
by a Four-Way-Branched DNA Connector, Angew. Chemie, Int. Ed. 44
6074–6077 (2005).

205. N.C. Seeman, DNA Enables Nanoscale Control of the Structure of Matter,
Quart. Rev. Biophys., in press (2005).

206. Y. Baryshnikov, E. Coffman, N.C. Seeman, T. Yimwadsana, Self-correc-
ting Self-assembly: Growth Models and the Hammersley Process, Pro-
ceedings of DNA-11, in press (2005).



Natural Computing Series

W.M. Spears: Evolutionary Algorithms. The Role of Mutation and Recombination.
XIV, 222 pages, 55 figs., 23 tables. 2000

H.-G. Beyer: The Theory of Evolution Strategies. XIX, 380 pages, 52 figs., 9 tables. 2001

L. Kallel, B. Naudts, A. Rogers (Eds.): Theoretical Aspects of Evolutionary Computing.
X, 497 pages. 2001

G. Paun: Membrane Computing. An Introduction. XI, 429 pages, 37 figs., 5 tables. 2002

A.A. Freitas: Data Mining and Knowledge Discovery with Evolutionary Algorithms.
XIV, 264 pages, 74 figs., 10 tables. 2002

H.-P. Schwefel, I. Wegener,  K. Weinert (Eds.): Advances in Computational Intelligence.
Theory and Practice. VIII, 325 pages. 2003

A. Ghosh,  S. Tsutsui (Eds.): Advances in Evolutionary Computing. Theory and
Applications. XVI, 1006 pages. 2003

L.F. Landweber,  E. Winfree (Eds.): Evolution as Computation. DIMACS Workshop,
Princeton, January 1999. XV, 332 pages. 2002

M. Hirvensalo: Quantum Computing. 2nd ed., XI, 214 pages. 2004 (first edition
published in the series)

A.E. Eiben, J.E. Smith: Introduction to Evolutionary Computing. XV, 299 pages. 2003

A. Ehrenfeucht, T. Harju, I. Petre, D.M. Prescott, G. Rozenberg: Computation in Living
Cells. Gene Assembly in Ciliates. XIV,  202 pages. 2004

L. Sekanina: Evolvable Components. From Theory to Hardware Implementations.
XVI, 194 pages. 2004

G. Ciobanu, G. Rozenberg (Eds.): Modelling in Molecular Biology.  X,  310 pages. 2004

R.W. Morrison: Designing Evolutionary Algorithms for Dynamic Environments.
XII, 148 pages, 78 figs. 2004

R. Paton†, H. Bolouri, M. Holcombe, J.H. Parish, R. Tateson (Eds.): Computation in Cells
 and Tissues. Perspectives and Tools of Thought.  XIV,  358 pages, 134 figs. 2004

M. Amos: Theoretical and Experimental DNA Computation. XIV, 170 pages, 78 figs. 2005

M. Tomassini: Spatially Structured Evolutionary Algorithms. XIV, 192 pages, 91 figs.,
21 tables. 2005

G. Ciobanu, G. Paun, M.J. Pérez-Jiménez (Eds.): Applications of Membrane Computing.
X, 441 pages, 99 figs., 24 tables. 2006

K. V. Price, R. M. Storn, J. A. Lampinen: Differential Evolution. XX, 538 pages,
292 figs., 48 tables and CD-ROM. 2006

J. Chen, N. Jonoska, G. Rozenberg: Nanotechnology: Science and Computation.
XII, 385 pages, 126 figs., 10 tables. 2006

A. Brabazon, M. O’Neill: Biologically Inspired Algorithms for Financial Modelling.
XVI, 275 pages, 92 figs., 39 tables. 2006

°



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice




